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Abstract

This thesis investigates the practices of requirements engineering (RE) for packaged software implementation, as enacted by small packaged software vendors (SPSVs). Throughout the thesis, a focus on the actions carried out by SPSVs analysts during RE is maintained, rather than a focus on the actions of client companies. The thesis confirms the assertions literatures finding that most contemporary RE practices are unsuitable for SPSVs. The research investigated the means by which SPSVs can adopt, follow and adapt the best possible RE practices for packaged software implementation (PSI), through the collection of qualitative and quantitative data during an ethnographic study in two small- to medium-sized software development companies in Jordan. Through discussion and analysis of the RE processes witnessed during the ethnographic study, the thesis answers the research question “What are the analysts’ practices in the context of packaged software implementation by small packaged software vendors?”; it provides a comparative analysis of the practices used in traditional RE and in packaged software implementation RE (PSIRE), and in doing so it also identifies novel RE practices for packaged software implementation that have not been noted in prior research. Contribution is made to the understanding of RE practices as related to packaged software implementation through the in-depth discussion of innovative RE practices and particularly through a thorough explanation of the feasibility study for PSI. The research findings lead to the provision of a Parallel Star Model depicting the practices of packaged software implementation RE at SPSVs. This Parallel Star Model demonstrates that more than one RE practice may be carried out at the same time during packaged software implementation, and provides guidance for those SPSVs about to engage in RE for packaged software implementation.

This study also delivers an innovative understanding of PSIRE: first, the analyst has more of a hybrid analyst-sales-marketing role. Secondly, the use of a live scenario software demonstration in order to convince the client to buy into the PS may lead to increased perceived feasibility and reduced resistance to PS implementation. Thirdly, the assessment criteria that are used to estimate the effort and time needed for PS implementation are new features, level of customisation, software ‘output’, and technical needs. Fourthly, the Parallel Star Model shows that during PSIRE, more than one RE process can be carried out at the same time. The Parallel Star Model has few constraints, because not only can processes be carried out in parallel, but they do not always have to be followed in a particular order. This study therefore offers a novel investigation and explanation of PSIRE practices, approaching the phenomenon from the viewpoint of the analysts, and offers the first extensive study of packaged software implementation RE (PSIRE) in SPSVs.
List of Research Outputs


Chapter 1 Introduction

Things should be made as simple as possible, but no simpler.
[Albert Einstein]

1.1. Introduction

In recent years the market in which packaged software (PS) is sold to large companies has become saturated (Morabito et al., 2005). PS companies and vendors have therefore begun to target the small to medium-sized PS market (attempting to sell packages to small to medium-sized enterprises (SMEs), and various midrange or less complex software packages have been developed (Zach et al., 2012). SMEs are of critical importance to many economies. According to Snider et al. (2009), SME firms “with less than 500 employees provided 51 per cent of all employment in the USA as of March, 2004 and 64 per cent of all Canadian private sector employment in 2005. In the European Union, firms with 250 employees or less provided 67 per cent of employment in 2003”. While SMEs are an integral part of economies, they face managerial challenges implementing packaged software (Snider et al., 2009; Haddara & Zach, 2011; Zach et al., 2012).

SMEs are considered to be fundamentally different from large enterprises (LEs) in several respects (Laukkanen et al., 2007). Some distinguishing characteristics of SMEs include ownership type, culture, structure, and market orientation (Ghobadian & Gallear, 1997; Wong & Aspinwall, 2004). Other researchers have found that when it comes to IT/IS adoption, SMEs are constrained by limited resources and limited IS knowledge, or by a lack of IT expertise (Buonanno et al., 2005; Laukannen et al., 2007). Studies of PS implementations have argued that findings about implementations in large companies cannot be applied to SMEs (Haddara & Zach, 2011; Zach et al., 2012). These distinguishing characteristics of SMEs may influence the PS implementation issues they face (Zach et al., 2012). PS implementation remains a challenge for many SMEs (Malhotra & Temponi, 2010; Olson & Staley, 2012; Zach et al., 2012). Despite the importance of PS implementation being recognised by former studies, there has
been little research exploring this issue further. In particular, discussions about SMEs rarely occur in the literature about PS implementation, and how the structure of SMEs shapes the software throughout its life cycle of implementation is rarely mentioned (Haddara & Zach, 2011; Zach et al., 2012).

SMEs generally thrive because they have successfully done something unique within a niche market (Newman & Zhao, 2008; Zach et al., 2012). For this reason, SMEs may seek to protect their competitive advantage by avoiding any standardisation encouraged by packaged software (PS) (Buonanno et al., 2005; Laukannen et al., 2007; Newman & Zhao, 2008; Zach et al., 2012). Packaged software implementation at SMEs therefore involves challenges related to how best to respond to misalignments between the functionality offered by packaged software and the business needs/environment of SMEs (Light, 2005; Zach et al., 2012). This challenge is one of the key issues in packaged software implementation at SMEs. One question related to this issue is which processes Small packaged software vendors (SPSVs) apply in order to identify misalignments between packaged software functionality and client requirements and how they deal with these misalignments. Implementation consists of the customisation, installation, configuration and adaptation of the packaged software acquired according to the needs of the organisation, and a better gap/fit analysis between the organisation’s needs and the functionality of packaged software can be achieved through Requirements Engineering (RE).

However, several software engineering researchers have argued that most current requirements engineering practices are unsuitable for SPSVs (Aranda et al., 2007; Bürsner & Merten, 2010; Jantunen, 2010; Quispe et al., 2010; Merten et al., 2011) and that SPSVs are unable to successfully apply RE methods and techniques that have been designed for larger companies (Bürsner & Merten, 2010; Merten et al., 2011). For this reason, research into RE practices should focus more on the investigation of how RE is practiced in smaller companies such as SPSVs and on how the RE methods followed by SPSVs can be improved. This thesis therefore features an ethnographic study of how the RE of packaged software implementation is enacted in Small to Medium-sized
Software Development Companies. In this study, packaged software is defined as ready-made software products that generally require modification or customisation for specific organisations. They are often exemplified by enterprise resource planning (ERP) (Xu & Brinkkemper, 2005). The RE related to Packaged Software Implementation will hereafter be referred to as PSIRE throughout this thesis.

1.2. Rationale of the Study

The poor use of requirements engineering (RE) practices has often been identified as one of the major factors that can jeopardise the success of a software project (El Emam & Madhavji, 1995; Aranda et al., 2007). Meanwhile, researchers have also recognised that following appropriate RE practices contributes to the success of software projects (Solemon et al., 2009). For example, Aranda et al. (2007) state that gathering and managing requirements properly are key factors when it comes to the success of a software project. There is a general critical consensus that RE practices play a very important role in the success or failure of software projects (Merten et al., 2011). However, it is not possible to improve RE practices until areas that need improvement in an organisation’s current RE practice have been identified (Bürsner & Merten, 2010; Quispe et al., 2010). Meanwhile, the solution for improving RE practices will be different in each company; it has been found that a one-size-fits-all approach does not work in such a scenario (Nikula et al., 2000; Aranda et al., 2007; Cox, 2009; Bürsner & Merten, 2010; Quispe et al., 2010).

Merten et al. (2011) argue that previous findings suggest that SPSVs may not actually need to have extremely formal and conventional forms of RE. Instead, “light organisation and unconventional RE” may work better for many SPSVs. They also discuss the various RE models that have been provided in previous studies. For example, Olsson et al. (2005) presented a pragmatic framework for RE in SPSVs. However, Merten et al. (2011) suggests that the list provided needs to be expanded in future because the selection of RE techniques is a central problem in all aspects of process improvement. They note another study by Hardiman (2002) but observe that the
RE practices and techniques discussed in Hardiman’s study often seem to be specifically tailored toward particular individual SPSVs and therefore do not seem to offer solutions that can be applied to the whole domain. Pino et al. (2008) provide an extensive list of Software Processes Improvement (SPI) models. The methods Pino et al. (2008) discuss are based on ideas put forward by the Software Engineering Institute (SEI) or by the International Organisation for Standardisation (ISO). However, Pino et al. note that many of the models proposed by these two organisations could be too complex for SPSVs to apply.

Furthermore, the conclusion of the 1st Workshop on Requirements Engineering in Small Companies (2010) was that “existing RE techniques are not sufficient for small companies” and that some other factors need to be realised, such as that size is “not the only measure to categorise smaller companies and describe the exact focus of research”, “that tacit knowledge and social structures” in place in SMEs [SPSVs] may play an important role in RE research, that introducing RE methods designed for larger companies may actually harm the specific features of an SME [SPSVs], and that RE methodologies need to be made more lightweight.

Therefore, this study presumes that the specific characteristics of SPSVs, SMEs and packaged software may influence RE. The recent literature has paid little attention to RE of PS implementation from the perspective of SPSVs (Jantunen, 2010; Zach et al., 2012). In many cases software engineering no longer involves building systems from scratch (Sommerville et al., 2012), but rather integrating “existing frameworks and modules” or working with a “comprehensive code base” (Dittrich et al., 2009). Software engineering has a group of influential approaches that are often considered good practice. These involve such practices as “structured programming”, “stepwise refinement”, and collecting “a complete set of test cases” (Dittrich et al., 2009), but these approaches don’t apply for PS implementation. Dittrich et al. (2009) argues that such implementation requires “independent consideration”. In this study, therefore, I set out to discover which RE practices are actually being used in RE by SPSVs.
1.3. Problem Statement & Research Questions

Often, SPSVs are unable to apply RE methods and techniques without modifications (Aranda et al., 2007; Bürsner & Merten, 2010; Merten et al., 2011). In addition, shortcomings in applying RE methods due to time constraints or limited resources may arise (Aranda et al., 2007; Bürsner & Merten, 2010). Therefore, “RE research has to intensify the investigation of RE practices in SMEs [SPSVs]. Otherwise SMEs [SPSVs] will have to continue their search for methodical orientation and dedicated tool support. Normally, the people responsible for requirements in SMEs [SPSVs] are ambitious, but suffer from scarcity of resources. Their time for doing experiments and trying different methods is very limited. They need quick methodical improvement of requirements elicitation, documentation, communication and traceability as well as more continuity of requirements management through the whole software lifecycle” (Bürsner & Merten, 2010, p137). According to past literature, there is a clear problem related to whether SPSVs can carry out effective RE. Figure 1.3-1 shows the research area of this study.
Meanwhile, Karlsson et al. (2007) state that there are “several studies that concern or include RE issues. However, none of these focus primarily on packaged software development and implementation. Furthermore, in most of these studies, the studied projects and organisations are mainly large, both in terms of the number of persons and requirements involved, and in terms of the duration of the projects”. Quispe et al. (2010) highlight that “there is a lack of knowledge about the requirements engineering practices in these types of companies [small-medium]”. Researchers in the field encounter a general lack of information when it comes to gaining knowledge about how RE is carried out in packaged software companies. It is in fact difficult for researchers to gain much knowledge about how SPSVs carry out RE given that most SPSVs seldom
request external support, probably due to limited finances. However, RE research should eventually enable those companies to become aware of more state of the art or innovative RE techniques and to be able to improve their RE practice without external help (Merten et al., 2011).

One core question that remains, despite the work done in previous studies, is: how is the RE of packaged software implementation enacted in small packaged software vendors (SPSVs)? While focusing on this question I shall construct a “theory for explaining/understanding” to represent how and why events occur during the implementation process of PS in terms of RE. According to Gregor (2006, 2007) this type of theory is suitable when the researcher uses an interpretive paradigm. As this form of theory is formulated in order to aid the understanding of phenomena, making testable predictions about the future is not the primary concern of this research. This study set out to understand packaged software implementation (customisation, installation, configuration and adaptation) in terms of RE practice at SPSVs. In the context of packaged software implementation by small packaged software vendors, the research questions that shall be answered through this study are:

- What are the analysts’ practices?
- How do analysts conduct these practices?
- Why do analysts conduct these practices?

1.4. Aims of the Study

The purpose of this study is to provide an understanding of the phenomenon of Packaged Software Implementation in terms of how it interacts with requirements engineering practices. The reason for approaching the topic this way is that since Packaged Software Implementation involves activities such as installation configuration, and modification of packaged software products, and requires analysts to find the needs of the client organisation, one of the main tasks of an analyst is to be able to identify requirements and misfits. Therefore, this study shall explore and investigate analysts’ requirements engineering practices including their activities, strategies and
actions in undertaking PS implementation. This study sets out to achieve the following specific aims:

- To present a Small - Medium Sized Software Development Companies’ practice viewpoint on packaged software implementation in terms of RE; this viewpoint has been neglected in the literature.
- To provide a comprehensive understanding of how work is organised in such settings.

1.5. Scope of the Study

This study focuses on exploring the RE practices used by SPSVs in terms of RE for PS implementation. RE is defined as “a systematic approach to eliciting, organising, and documenting the requirements of the system and a process that establishes and maintains agreement between the customer and the project team on the changing requirements of the system” (Leffingwell & Widrig, 2003). This study uses the term “requirements” in the same way used by Soh et al. (2000) & Davis et al. (1993). Davis et al. (1993) state that a requirement is “a user need or a necessary feature, function, or attribute of a system that can be sensed from a position external to that system” and Soh et al. (2000) state that misalignments (also referred to as ‘misfits’ in the literature) can consist of “the incompatibilities between organizational requirements and packaged software in terms of data, process, and output”. The term ‘users’ refers to those who use and interact with the system to get work done.

The concept of PS is defined as a ready-made software product developed by software companies (vendors of packaged software and software houses). The product can then be obtained from software companies. The product generally requires modification or customization for specific markets. They are often exemplified by enterprise resource planning (ERP) systems.

PSIRE is a systematic approach of analysts’ practices which focuses on demonstrating what function the software provides and who needs the particular function in order to do
their job, and on identifying what misalignments exist between software functions and user needs. All of this could be done by using live scenario software demonstrations and by considering specific assessment criteria when making decisions about misalignments. PSIRE actually starts at the pre-implementation process and it continues during both the pre-implementation phase and the implementation phase. In the context of PSIRE, analysts do not just collect user needs, they also demonstrate software, train users, find misalignments, and figure out how to deal with the misalignments.

PS implementation involves several activities such as customisation, installation, configuration and adaptation. In the PS acquisition context, “detailed analysis comes after purchase. It is only during installation that users become deeply involved for the first time in assessing how the software meets their needs” (Sawyer, 2001). According to Sawyer (2001) the “installation phase involves many detailed analysis issues”. Configuration refers to the non-functional customisation of the PS (Nordheim & Päivärinta, 2004). Adaptation refers to two scenarios: fitting organisational processes to the software, or customising the software to fit the processes (Chiasson & Green, 2007). Customisation in this study refers to changing or modifying packaged software in terms of interface, transactions, and functions (Light, 2005; Dittrich et al., 2009).

According to the 2011 United Nations Development Programme’s “Jordan Human Development Report” which quotes the 2011 “Small Business and Human Development” report detailing business development in Jordan, “Micro, Small, and Medium-sized Enterprises (MSMEs) account for 37% of total employed and 60% of total employment in the private sector in Jordan” (UNDP, 2011). The “Small Business and Human Development Report” states that “MSMEs comprise 99.6% of all firms outside the agricultural sector”. The Technical Committee engaged for the report, “made up of relevant experts from across Jordan defined small enterprises as those with less than 20 employees, and medium enterprises as those with between 20 to 99 employees”. Therefore, the organizations focused on in this study match up with the size of the small Jordanian enterprises mentioned in the above report.
This study focuses on how SPSVs interact with ‘local users’ - here, this term refers to the client organisations that the SPSVs do business with. In this study, the local users were small organisations (SMEs) doing business in the same country as the SPSVs. Due to this focus, the business globalisation of the SPSVs is not considered. This study also focuses on SPSVs as packaged software developers and vendors of packaged software.

### 1.6. Contributions

If the stated research aims of this study are fulfilled, the practice of packaged software implementation may be enhanced. The study will provide a better understanding of PSIRE in SPSVs, and any improved effectiveness of packaged software implementations may benefit both software development companies and key stakeholders. The realisation of the research aims will also create possibilities for future research in areas related to packaged software implementation and requirements engineering. In general terms, the current study shall contribute to the IS body of knowledge in the following way:

- Making an original contribution to the literature and practice in the field of packaged software implementation at SPSVs, by providing an improved understanding of companies’ practices in terms of requirements engineering.

By better explaining PSIRE phenomena, we may gain an improved understanding of requirements engineering for packaged software implementation and be able to deliver knowledge that can benefit software development companies, owners, and other stakeholders.

### 1.7. Research Approach

This study is conducted from an interpretive perspective, and treats the SPSVS as the unit being studied. Such an approach provides support for conducting a study that captures the views of the participants, and for understanding SPSVs’ practices in terms of requirements engineering (RE) for packaged software (PS) implementation. The
approach can be categorised as interpretive research with the goal of empirical investigation of the software companies’ practices (Klein & Myers, 2001).

Inductive analysis, as used in this study, refers to an approach that primarily uses detailed reading of raw data to derive concepts, themes, and models through the researcher’s interpretations of the raw data. In other words, the researcher begins from the area of study and creates a theory from the collected data (Hammersley & Atkinson, 2007).

The purpose of inductive analysis is to allow results to emerge from the frequent and significant themes discovered in the raw data without imposing any pre-conceived structure. Unlike deductive analysis, where the key topics are usually reframed because a prior hypothesis is imposed on the data in the hope of obtaining a desired result, an inductive approach describes the actual phenomena through collected data. In other words, the collected data is used in a way that may provide insight into phenomena, rather than following a process whereby data collected will be used to support or refute an already decided or desired result (Fossey et al., 2002).

An ethnographic research method was applied in relation to two software development companies who participated in this research. These will be called Organisation 1 and Organisation 2. The business of both organisations considered in this study is dominated by the provision of packaged software solutions. This study follows Hammersley & Atkinson’s (2007) and Schultze’s (2000) discussions of various features of the ethnographic research method.

Hammersley & Atkinson’s (2007) method for ethnographic research emphasises the following:

- People’s actions are studied in their everyday context, rather than under conditions created by the researcher. In other words, the research takes place in the field (p.4).
Data is gathered from a range of sources, including documentary evidence of various kinds, but participant observation and/or relatively informal conversations are often the main means of collecting data (p.4).

Data collection is, for the most part, relatively ‘unstructured’ in two senses. First, it does not involve following through with any specific fixed and detailed research design. Secondly, the categories that are used to interpret what people say or do are not built into the data collection process through the use of observation schedules or a questionnaire. Instead, they are generated through the process of data analysis (p.4).

The focus is usually on a few cases, generally of a fairly small scale, perhaps a single setting or single group of people. This is to facilitate in-depth study (p.4).

The analysis of data involves interpretation of the meanings, functions, and consequences of human actions and institutional practices, and how these are implicated in local, and perhaps also wider, contexts (p.4).

What are produced, for the most part, are verbal descriptions, explanations, and theories; quantification and statistical analysis play a subordinate role (p.4).

Schultze (2000), describing her ethnographic field work within a U.S. Fortune 500 company, explains how she made use of ethnography and attempted to balance objectivity and subjectivity. The company she observed was engaged in an implementation project. Schultze (2000) was in the field for over eight months and occupied two slightly different positions in relation to two different groups of workers within the company. In relation to the company’s system administrators and librarians, she was an “active-member-researcher” taking on some work responsibilities, and in relation to analysts within the company she remained a “peripheral-member-researcher” who did not take on work responsibilities.

When collecting data, Schultze (2000) opted for “unstructured interviews and informal conversations” as she felt that these would “not jeopardise my ability to observe in-the-moment reactions and behaviors”. She attempted to collect spontaneously given information rather than politically correct answers. When interviewing those people she
could only speak with once, however, Schultze (2000) used semi-structured interviews and tape-recorded the conversations. Schultze also took hand-written notes in the field and then re-wrote them more descriptively later in the day.

Schultze notes that the “hallmark of the ethnographic method’ has always been ‘non-interventionist observation”. While Shultze acknowledges that the ethnographer can never avoid some subjectivity creeping into their data collection or interpretation of data, she sought ways to minimise any contamination of data. One way Schultze recommends of minimising such contamination is by “using emic terms, i.e., those indigenous to the social setting”; another is allowing things to happen without interfering.

Schultze also discusses the methods of analysis involved with using qualitative data. Schultze suggests that when analysing field notes and beginning to construct themes inductively the researcher’s own theoretical and personal biases will inevitably play a role in the emergence of such themes. In order to mitigate this, the researcher must juggle induction (“using situated and subjective knowledge”) with deduction – which involves “applying objectified methods, frameworks, and theories to the data”. While applying Schultze’s (2000) method for ethnographic analysis, I shall also use Sommerville & Sawyer (1997) and Cox et al.’s (2009) lists of good practices in RE in order to compare traditional RE practices with practices in PSIRE.

In abstract terms, Schultze’s study describes the work practices of engaging in “expressing”, “monitoring”, and “translating” that are carried out by knowledge workers. These practices are engaged in as a means of balancing the subjective nature of information produced “with activities that enhance[d] its apparent objectivity”. ‘Expressing’ involves “converting subjective knowledge and subjective insights into informational objects that are independent of the knowledge worker”; ‘monitoring’ involves “gathering information in an unobtrusive manner so as to minimise the risk of contaminating the information”; and ‘translating’ involves “creating information by manipulating it and ferrying it across multiple realms until a coherent meaning emerges”.

PSIRE: An Ethnographic Study

Chapter 1: Introduction
1.8. Organisation of the Thesis

This thesis consists of eight chapters. The first chapter provides an overview of the background of the study, followed by the problem statement, research questions, significance of the study, scope of the study, and finally organisation of the thesis.

The second chapter provides an extensive review of literature related to the concepts of this study, namely: packaged software, requirement engineering, and packaged software implementation.

The third chapter covers the research approach that was utilised throughout this research. This includes research philosophy, research method, data collection methods, and an overview of data analysis strategies.

The fourth chapter provides a detailed discussion of the data analysis strategies. It starts with an overview of the inductive approach and follows this with a discussion of data analysis strategies.

The fifth and sixth chapters present the results of this study. They start with an overview of the requirement engineering model for packaged software implementation, then move on to reporting about the model elements.

The seventh chapter concludes the study with a recapitulation of the study, an overall discussion of the findings, discussions of the study’s implications and of its limitations, and provides suggestions for future study. The eighth chapter then offers a final conclusion of the whole study.

1.9. Summary

As introduced in this chapter, a literature review of previous writing on the topic of RE in Small to Medium-Sized companies reveals that there are various gaps in knowledge relating to RE practices in SPSVs. However, one of the most common conclusions of studies of RE in companies producing packaged software is that RE practices within
SPSVs are different than the RE used in larger companies. Furthermore, most of the studies conducted about PS implementation have considered companies located in America, Australia, Europe, and Asia. There is a shortage of studies investigating SMEs in Africa or in the Middle East. This study uses a conceptualisation of PSI as RE in which a PSI emerges from a dynamic and interactive relationship between the technology, its social and organisational context, and the negotiated actions of various individuals and groups. In general, existing literature has adopted a one sided perspective (in relation to data collection). It has focused on the customer side, whereas other perspectives could enhance the understanding of certain phenomena.

Previous literature on these issues has not addressed the various means software companies adopt when working to implement packaged software. Consequently, there is currently a need to investigate those processes that companies - especially those that are SMEs - apply when managing, implementing, and using packaged software. This need was identified as long ago as 2007, when Light & Sawyer (2007) stated that there was a “need to theorise about packaged software and its place within the field of information systems”. In addition, this field has an intrinsic volatility, and according to Xu & Brinkkemper (2007) “despite the economic importance of product software, there is still very limited research activity on the development of software as a product. In the field of product software, academia and companies have not yet developed any satisfactory scientific theory on integrated business models, software development and software implementation”. Particularly, “customised development methods have not been addressed yet. These form barriers for product software companies”. Dittrich et al. (2009) underline the need to rethink software engineering and programming methods and tools for packaged software. In this study I focus on the practices followed by software companies when implementing packaged software, and by doing so contribute new research to the existing body of knowledge.
Chapter 2 Literature Review

2.1. Introduction

In this chapter I discuss the previous studies that provide the necessary content and background for the research questions I posed earlier about RE in relation to Packaged Software Implementation, and in relation to the more specific topic of Packaged Software Implementation RE as practiced in SPSVs. The discussion of these previous studies, however, is impacted by the study philosophy, in terms of the chronology of when I wrote this chapter. Since this study uses an interpretive philosophy, where I analysed the data inductively, this literature review chapter was written after the chapter in which I stated the data analysis results. However, some examples of the more general literature written on packaged software implementations were considered as I began this study. Once I started to develop the theory that emerged from my research after I had conducted field work and obtained results, I studied literature pertaining to more specific topics in this field, such as packaged software implementation in SMEs and studies of various concepts of implementation. I conducted my research in this order, so that I could, as much as possible, avoid allowing information from the literature review to impact upon the data analysis process.

The purpose of this chapter is to provide insight into the processes involved in packaged software, and into packaged software implementation, and requirements engineering. In this chapter I argue that packaged software implementation relies on a set of activities of software integration, customisation, adoption, interaction between analysts and users, and the identification of misalignments between PS functionality and users’ requirements, a process that is applied by the members involved in the implementation. Additionally, in this chapter, I introduce and describe various elements of packaged software implementation. If the efficiency or effectiveness of many of these elements could be improved, this could lead to increased effectiveness within the packaged software implementation process.
2.2. Background

Many organisations have implemented Packaged Software (PS), and the PS market is one of the fastest growing markets in the software industry. A study by AMR research in 2007 predicted that the PS market would grow to $64.88 billion by 2009. PS products are vended onto the open market; such forms of software may be very attractive to potential clients (Staehr et al., 2012).

Software companies moving towards developing packaged software face managerial product development challenges (Gorschek et al., 2012). Sawyer (2000) identified what was then a lack in the degree of research effort devoted to studying the packaged software domain, and sought to address this gap in knowledge by identifying key differences between the development of packaged software and the development of bespoke software. Sawyer identified differences at four levels, which include “industry forces, approaches to software development, work culture, and development team efforts”. His discussion of the differences is augmented by identifying and discussing five different stakeholder groups involved in both bespoke development and PS development. Sawyer (2000) identifies some of the differences between packaged software and bespoke software, stating that “custom IS are those made by either an organisation’s internal staff or by direct subcontract to a software house”. Sawyer goes on to identify ERP software (which he describes as “large packages”) as the fastest growing segment of packaged software. Packaged software systems require extensive tailoring for their implementation, which usually requires the help of consultants, training, and support staff (Sawyer, 2001; Moon, 2007; Wagner et al., 2010; Olson & Staley, 2012). An ERP system is a ‘hybrid’ form of software; even though ERP systems are not built in-house by a company, they usually go through post-implementation tailoring (Gorschek et al., 2012; Sawyer, 2001).

When comparing observable differences between packaged software development and bespoke development, Sawyer suggests that, relative to bespoke software, packaged software development is largely controlled by time pressures rather than cost. In
addition, the products made by the packaged software industry have different measurements of success than bespoke products do. The success of packaged software is generally measured in terms of profit, market share, and public awareness of the product. However, with bespoke software, ‘success’ is often measured by whether the particular company the product was built for is happy with how it functions (Sawyer, 2001). With packaged software development, any concerns of users are filtered through intermediaries, and the development of the software is carried out by developers who hold “line positions” in their software development company (Karlsson et al., 2007; Gorschek et al., 2012).

Sawyer (2000, 2001), Karlsson et al. (2007), and Gorschek et al. (2012) also suggest that with packaged software, there is more of a “product” view of development: the focus is on delivering a particular product that can be sold to many, and the vision for the product is generally that it will evolve “through a planned set of releases”. With bespoke software, the focus is more on a “process” view of development. The main conclusion reached by Sawyer (2000, 2001), Karlsson et al. (2007), and Gorschek et al., (2012) is that the development methods for packaged software and bespoke software are very different, and their studies show these differences at the industrial level and through the approaches to developing software, the work culture, and the efforts of the development teams, while also showing the implications that the two approaches hold for various stakeholder groups (Sawyer, 2000, 2001; Karlsson et al., 2007; Gorschek et al., 2012).

Meanwhile, Gorschek et al. (2012) and Karlsson et al. (2007) have pointed out requirements engineering (RE) differences between bespoke and packaged software solutions. In order to suit a wide variety of customers, packaged software is often developed in several consecutive releases. The RE required for packaged software differs from bespoke RE in several ways (Sawyer, 2000). This is due to the fact that packaged software is developed based on potential users, or an imagined group of people who might fit the profile of an intended product client. The fact that packaged software RE elicits requirements based on such a group of potential or imaginary clients
is one of the major distinguishing characteristics between packaged and bespoke solution RE (Karlsson et al., 2007).

In recognition of these issues, in recent years extensive research has been conducted to improve the effectiveness of packaged software RE. For example, Karlsson et al. (2007) investigated practices and challenges for PS requirement engineering in Swedish software development organisations in order to increase the understanding of this particular form of requirement engineering. Many of the issues they discovered were unique to PS and not applicable for bespoke software; their results suggest, therefore, that requirements engineering methods that help with the development of bespoke software may not be especially useful in terms of supporting the development of PS. In a later study, Gorschek et al. (2012) found that the requirements engineering models and methods used to develop bespoke software have limited utility when it comes to developing PS. Over the last few years, other studies of the subject have emerged. Barney et al. (2008) studied release planning processes for PS, Lehtola & Kauppinen (2006) investigated the suitability of requirements prioritisation methods for PS, and Mishra & Mishra (2009) suggested a dynamic requirements engineering approach of agile methods for PS.

There are major challenges involved with requirements gathering for creating the initial software for marketing among potential users. However, once potential users are identified, they may be a key for gathering requirements that might potentially fit with the usage of a number of other users with a similar business profile. Nevertheless, the initial requirements are generally invented by the developers themselves, who base their ideas on strategic business objectives, domain knowledge, or a project vision (Karlsson et al., 2007). This makes it reasonable to assume that not all packaged software is suitable for each and every Client’s Requirements (‘CRs’) (Sia & Soh, 2007; Chaisson & Green, 2007). In other words, conflicts might exist between Packaged Software Functionality (PSF) and a client’s requirements when software companies implement PS at their client’s site. To reduce any negative consequence, efforts must be made to
minimise the potential gaps between PSF and CRs (client’s requirements) in order for the system to be successfully presented, and accepted and used by the client.

2.3. Concepts of Packaged Software

One previous study by Xu & Brinkkemper (2005) identifies a lack of study devoted to “the engineering of software as a product [packaged software]”. They suggest that despite the growing popularity of standard software products, “there is still very limited research activity on the development of software as a product” and “a body of knowledge needs to be established with theories, methods, and tools”. Their study reviews terms used in relation to software products and categories of software products, and then discusses elements “of the software business” and a “software product development framework”.

Xu & Brinkkemper (2005) make a distinction between “shrink-wrapped software” “commercial off-the-shelf software (COTS)”, and “packaged software and commercial software”. They note that the distinctions between these products have not always been kept clear in the literature (Xu & Brinkkemper, 2005, 2007). For example, ERP systems belong to the subsection “packaged software” and should not be assigned to any of the other subsections mentioned above (Xu & Brinkkemper, 2007).

Xu & Brinkkemper (2005, 2007) also provide a definition of what a “software product” actually is: “a packaged configuration of software components or a software-based service, with auxiliary materials, which is released for and traded in a specific market”, and they follow this definition by mentioning various ‘categories’ of software products. They state that according to the OECD (Organisation for Economic Co-operation and Development), software products can be classified as either “system infrastructure software, software development tools, or application software”. For example, ERP systems are a kind of “application software”. Another means of classification is by viewing the products in relation to “architectural standards and language standards”.
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Damsgaard & Karlsbjerg (2010) define a software package as “a collection of software components which when combined perform a set of generalised tasks that are applicable to a range of users”. “The core components of a package are identical across all user organisations”, but each organisation can further configure the package to suit their needs. They point out that the choice of a software package may have wide-ranging effects, even on parts of an organisation that do not use that software package, as packages are configured to connect with other software systems within a company.

Similarly, Sawyer (2001) distinguishes a “software product” from an “information system”, noting that an information system may involve the use of more than one software product and also include the hardware and people that help to make the product work. Therefore, buying one piece of software “does not mean the consumer now has an information system”. He suggests that the trends in the development of software have led organisations that consume software to “increasingly assemble pieces, not build them. That is, software consumers focus on ISD [information system development], while vendors focus on developing packaged products”.

Sawyer (2001) briefly discusses the software development market and the trend toward specialisation within various software manufacturers. He also considers subjects such as knowledge transfer and suggests that the activities involved with “requirements analysis and implementation” are geared toward filling “information asymmetries” associated with ISD. He points out that “despite [it] being difficult for developers to build and deliver the kinds of systems users want, it is even more difficult for users to build and install their own systems”.

The goal of an installation of new packaged software is to get the new software operating in a way that allows individual end users to help their organisations improve overall business performance (Sawyer, 2001; Plant & Willcocks, 2007). Such installation is “a project of guided discovery, since identifying risk is difficult in advance”. Sawyer (2001) suggests that with packaged software (market-oriented and market-driven) ISD, detailed analysis of the product by the consumer organisation only comes after purchase. Meanwhile, whereas the ‘process’ of development is very
important with custom-made software and its implementation, in market-driven development of software, the consumer cares more about the product, and less about the process taken to create the product.

2.4. Packaged Software Challenges

In the second of two studies, Xu & Brinkkemper (2007) identify some challenges involved with packaged software development such as requirements, delivery, and implementation. Packaged software firms face a major pressure, which relates to ‘time-to-market’. This can affect the product strategy, because external pressures may mean that only a limited number of requirements can initially be implemented before the product release. Therefore, it is essential to create an order of priority when it comes to customer requirements (Xu & Brinkkemper, 2007; Karlsson et al., 2003). In short, it is important to determine when packaged software will be released, the features the product will have, the associated development costs, and the resulting product quality. Packaged software is often offered to a market through cumulative releases, with each release involving a significant increase in functionality. This requires careful release planning and requirements prioritisation, so prioritising such requirements is an important process in developing the business strategy of a software firm. Release management is therefore concerned with the management of many tasks, including planning, building, testing, version control, and configuration management (Xu & Brinkkemper, 2007; Karlsson et al., 2007).

It is usually too expensive to customise software to suit every potential customer, so packaged software is often delivered to a number of unknown customers and implemented on large numbers of unknown systems. Factors relating to delivery to market are consequently of great importance to the development of packaged software (Xu & Brinkkemper, 2007).

Chaisson & Green (2007) also conduct research in this area. They begin their study with the question: “Can I use an available off-the-shelf package to do my task?” They note that when asking such a question, one must already make some assumptions about
requirements-driven design, and be ready to reconsider assumptions. Organisations will inevitably have specific needs and requirements that must be met by packaged software. These will either have to be met via the product’s existing functionality or by customising the software (Sia & Soh, 2007). As Chaisson & Green (2007) note, the discrepancies between the software functionality and the practices of the organisation using it are generally a matter of the software being “too far” or “too close”. The software can be “too far” from the specific needs of the organisation and therefore require extensive reconfiguration. Or, the software functionality can be “too close”, because of irrelevant or inappropriate functionality, and sometimes this functionality will not be able to be modified. Chaisson & Green (2007) conclude that due to the broad audience intended for the pre-existing packaged software produced by software companies, ensuring software ‘fit’ may require an organisation to change their own organisational practices, just as much as, or rather than, modifying the software to fit the organisation. Therefore, requirements may actually be determined by what the software can do, more so than by what the organisation does or wants to do.

2.5. Packaged Software & Requirement Engineering

It has been established that Requirement Engineering (RE) for packaged software is different than for bespoke software projects (Karlsson et al., 2003). Time-to-market and the identification of an insufficient selection of initial requirements are two major challenges faced by packaged software projects (Sawyer, 2000).

Several studies have investigated the processes related to packaged software RE. For example, Mishra & Mishra (2008) suggested that use should be made of the dynamic requirement engineering approach of agile methods when developing packaged software. This approach can be used to handle the challenges of time-to-market and insufficient initial requirements. They conclude that software should be released in increments, with higher priority requirements being met in earlier releases. Low priority requirements would be excluded from early releases, but implemented in later releases.
Meanwhile, feedback from the earlier releases can help with refining the original requirements that were met, and with recognising or adding new ones.

Another study, conducted by Regnell et al. (2001) investigated the packaged software requirements engineering process. Regnell et al. (2001) point out differences between bespoke RE and packaged software RE, stating that in packaged software RE, requirement gathering occurs with the input of a defined set of users or in relation to an imagined group of people who may fit the profile of an intended product user. Often, requirements are invented by developers, based on strategic business objectives, domain knowledge and a product vision. This means that in order to create packaged software with value, companies need to place further emphasis on the identification and selection of requirements before developing projects.

2.5.1. Packaged Software Requirements Engineering

One study by Daneva (2004) that explores what elements constitute the RE process for the implementation of ERP packages leads to the suggestion that “we know little about the issues arising when organisations make the standard RE model a life process, and we know less about how to make such a process work better”. The information Daneva (2004) supplies is based on 13 different implementations of SAP carried out by herself and a project team at Telus Mobility during 1997-2002. The project team followed guidelines from the ‘Requirements Engineering Good Practice Guide’ in order to assess various situations encountered. From these experiences, the team was able to assess which RE practices worked, which ones did not work, and how to improve the generic process model of RE.

The information learned by the team through these experiences included lessons related to organisational issues, infrastructure, re-use, and turning a ‘standard model’ into a ‘live process’. With regard to organisational aspects of ERP process support, these lessons included reducing barriers to cooperation, creating win-win partnerships, and streamlining knowledge transfer from consultants to clients. In terms of process infrastructure, Daneva (2004) recommends that organisations “use the vendor’s
architecture framework” because basing blueprint versions on the vendor’s framework will help an organisation to manage requirements complexity, will provide them with common terminology, and will allow them to meet at least the basic requirements of the business. After the basic requirements are met in an initial blueprint, the existing architecture can be used as a base from which to incorporate “more sophisticated requirements” or to “address controversial ones”. Daneva (2004) also states that RE teams need to understand RE process-tool dependencies and RE standards use. If these “tools and standards are new to the client’s organization”, they should be introduced “in parallel with the RE process”. She suggests that it may be helpful to “design scenarios of how to use tools and standards to support specific RE activities”.

Daneva (2004) also considers “requirements reuse aspects” of the ERP RE process, including the importance of applying a “reuse measurement instrument”. She suggests that when a reuse measurement process is established as part of the RE process, this helps an RE team “adopt or adapt standard reuse counting practices in ERP RE”. Daneva (2004) and her team found that by using a reuse measurement instrument they could improve the quality “of five RE deliverables”, which included “business blueprints, business process models, data models, project plans, and project estimates”. Daneva states that reuse risks must be assessed early on during an ERP implementation. Not all data and process components can be reused and problems can occur if “fully reused, customized, and newly created requirements” are mixed together without much thought or if possible reuse options are ignored. Daneva (2004) suggests it is necessary to consider the “costs and residual risk of each possible reuse-handling option” and that “when process owners better understand ERP reuse and customisation risks, they’re less inclined toward unnecessary adaptation and will willingly reprioritize requirements”.

According to Daneva, “reusing process and data requirements requires the client’s commitment to the ERP package’s default processes, integrated data flows, and data-sharing mechanisms”. Without this commitment, packages might be subjected to “extra-ordinary customisation”, thus defeating much of the purpose of adopting an integrated ERP system. Issues such as business process and data standardisation should be determined early on during requirements elicitation meetings.
Daneva (2004) also discusses process aspects of RE: the practices an RE team should put in place to “support the key activities of requirements elicitation, documentation, and negotiation”. She observes that it is advisable to “systematically validate and verify requirements”, in order to avoid skipping over validation efforts or not considering potential clashes of functionality or of business drivers. She defines “requirements validation” as “the process that ensures that business requirements clearly describe the target solution”, and “requirements verification” as “the process that confirms that the requirements are technically implementable and that the resulting architecture design satisfies the business requirements”. One way of assisting this is by organising “structured process validation walkthroughs” to explain how the system is supposed to work. Another useful practice is to document the rationale for requirements. It may also be useful to involve a “data architect” in the RE processes, asking them to create entity-relationship data models, conversion plans, and interface specifications. Daneva (2004) also considers it important to hire an ERP consultant with experience in requirements modelling with the ERP package in question and with “designing business processes in the client’s cultural context”. If this is not done, any external consultants hired may exchange in only very rudimentary modelling, limiting the benefits the organisation can receive from “RE documentation methods and tools”. Meanwhile, in order to prevent a “creeping” level of requirements or requirements coming from unofficial sources, RE teams should use “existing architecture artifacts, RE tools, and standards”.

Daneva (2004) also speaks of the need for “change impact assessment”. Impact analysis should be carried out before suggested changes are made. In order to deal with changes, the RE team should focus on “what process owners need to accomplish their daily tasks, why they need it, how they use information, what problems they experience with the existing system, and what must be changed”, and on whether a specific change will affect the integration between various ERP modules. Such considerations will allow consultants “to estimate configuration efforts, costs, and customisation risks”. Daneva (2004) concludes that if RE practitioners adopt the suggestions and solutions offered in her study, they are “likely to generate more effective and mature RE processes […] when using a generic off-the-shelf RE model”. However, Daneva’s (2004) study was of
large organisations and therefore, there is still a need to understand the approach within small – medium sized organisations. Moreover, her study was conducted at the client/users’ site, whereas it may be helpful to look more closely at the perspective of the software company.

In another study, Daneva (2007) argues that those organisations implementing ERP packages are implicitly “adopting standard ERP-vendor-specific process models for engineering their requirements”. She notes that it can be very difficult to create a live process out of such models and suggests various ways in which organisations can create more mature models of requirements engineering.

Daneva (2007) notes that “a good practice-driven RE model” is “assumed to ensure that the ERP adopter gets more predictable process results and increased chances of process success”. She notes that while it has been shown from past results that “instantiating a standard RE model” may bring benefits to an organisation, it is also very difficult to actually adopt a standard ERP RE model. Daneva (2007) therefore identifies a gap in the literature and knowledge surrounding ERP implementation, as hardly any previous studies actually focus on “the mechanics of the ERP RE process itself and how it leads to successful outcomes”. The information used in Daneva (2007) draws on eight years of experience carrying out ERP RE in a Canadian company, assisting with SAP R/3 implementations. Daneva’s 2007 study therefore aims to answer the questions of “(1) what do more successful and less successful RE process instances look like? (2) How does degree of success or failure vary? (3) Is the distinction between RE success and failure immediately evident, and if it is, then to what extent?”

The ERP implementations considered by Daneva (2007) used “the Accelerated SAP (ASAP) RE process, engineered and standardized by SAP”. The case studies represented by Daneva in this article largely repeat information from Daneva (2004), except that another 87 subprojects and “process instances” within the telecommunications company (Telus) were considered. She focuses particularly on the 56 process instances that were cross-organisational (being implemented in “at least two departments or business units” of the organisation).
Daneva (2007) notes that in the literature surrounding RE, RE process is considered successful if the following goals are achieved: “(1) business requirements are defined and on-time and within budget; (2) expected architecture design is delivered; (3) project resources are used efficiently; and (4) RE process stakeholders are happy”.

In order to understand what happened during the ASAP live process, “we systematically assessed the process instances that we observed in each project by means of a standard RE maturity framework, namely the Requirements Engineering Good Practice Guide”. This framework allowed Daneva to assess “maturity” levels of how an organisation uses and follows RE practices, to also investigate which RE practices tended to be skipped, and to consider “completeness and consistency aspects of the requirements documents”. Using “both quantitative and qualitative” information, Daneva (2007) characterises “common points of success and failure”.

Daneva (2007) explains that it was considered that RE process success occurs when “overlapping goals were achieved: timely and cost-effective delivery of requirements, correct architecture design, happy stakeholders”, and that an RE process failure was deemed to have occurred when there was a situation in which “there was a combination of: missed deadlines, budget overruns, decreased consistency and completeness of the requirements, increased stakeholders’ dissatisfaction, and rework in the later project stages due to poor requirements”. Daneva (2007) found that instances of “catastrophic failure” during an RE process were infrequent, and that those which occurred were usually caused by “unnecessary implementation of complex functionality”, requirements which “overlooked critical architecture design”, requirements which lead to “massive customisation”, instances where change impacts were underestimated, and instances where requirements could not be implemented because of the “built-in assumptions of the package”. There were also situations where there was one visible cause for the failure, such as when process modelling activities were skipped or when possibilities to reuse requirements were ignored in favour of customisation.

Daneva’s (2007) study considers how such instances of success and failure mapped onto “the REGPG [Requirements Engineering Good Practice Guide] process maturity
levels”. They found that “merely bringing in the generic process model is not enough” and that those teams that focused heavily on requirements elicitation were also those whose processes had visible and catastrophic failure. These groups spent “relatively little time” on documentation, modelling, and negotiation activities. The groups with visible and resounding successes were those that placed a great deal of effort into negotiation activities rather than those that expended the majority of effort carrying out elicitation tasks.

In conclusion, Daneva (2007) delivers both predictable and surprising findings. Some of the more predictable findings are that protracted requirements elicitation has an association with process failure, and that context factors such as a project team’s awareness of RE processes and their experience with business integration can affect process success. However, some results were more surprising, such as that “most RE processes that didn’t prioritize cross-organizational ERP requirements were successful”, and that a process could have a resounding success even in the absence of “a requirements change impact analysis” having been carried out.

Meanwhile, Niu et al. (2011) focuses on how an organisation can exploit their chosen ERP Requirements Engineering model to frame how they engage in business application development. The exploratory case study discussed by Niu et al. (2011) shows how “aligning business applications to the packaged RE model” can lead to “integral practices and economic development”. Niu et al.’s case study examines what happened within one large IT company when they followed the RE practices recommended by Oracle’s AIM method. The aim of their paper is to encourage RE researchers toward making empirical studies of ERP RE adoption and to develop “more effective and mature processes when exploiting ERP RE methods”. They argue that “the effective use of ERP software requires a systematic method that facilitates the exploitation of the benefits of ERP functionality while guarding against the technical and business pitfalls. This method should ideally be applied during requirements engineering (RE) activities”.
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Niu et al. (2011) provide a figure which demonstrates mismatches that can occur between a client’s requirements and wishes regarding a system and what is actually provided by the pre-packaged system. It demonstrates that even when customisations are made, the client organisation may still end up with unsupported needs, or that a customisation may provide functionality that is not needed. In their study, they argue that choosing an ERP system with the best ‘fit’ for an organisation, or tailoring it so that it has the best fit, involves choosing a system that allows the organisation to maximise reuse of the provided functionalities and then tailoring business application development so the organisation’s business processes begin to align with the functionalities of the package. Niu et al. (2007) state that literature on RE has spent very little attention on the second criterion mentioned here: “how to leverage the selected ERP package to construct high quality business applications”. In their study, they suggest that one way to align business requirements with the ERP system is “to take advantage of the RE guidelines defined in the chosen ERP package”. However, the study by Niu et al. (2011) does not consider any aspect of choosing the ERP system but rather studies how the ERP applications were developed as the company used the Oracle application implementation method (AIM).

Niu et al. note that one way to take full advantage of a chosen ERP package “is to adopt the RE guidelines defined in the ERP package”. Most leading ERP packages feature such pre-packaged methods, and following these methods is more suitable than following RE processes designed for bespoke software. Niu et al. (2011) state, however, that this does not mean that customisations cannot be made.

Niu et al. (2011) carry out an “exploratory case study” which involves analysing the ERP implementations carried out by “ZT”, a PC manufacturer and IT service provider headquartered in Beijing. They note that their exploratory study reveals some of the implicit assumptions of the Oracle application implementation method (AIM) that need to be made more explicit. For example, ZT found that they needed to add further artefacts and processes to better support data visibility and integrity. They also found deviations “from ERP RE practices in the literature”: for example, ZT found that it
would have been better for them to have had a complete set of requirements before starting their projects – this suggestion conflicts with some previous literature on ERP RE. Niu et al. believe that, in general terms, following the RE processes recommended by an ERP system (such as Oracle’s AIM methodology) will help with requirements alignment and lead to integral RE practices and to economic development. They believe that it is best to stick with the ERP vendor’s RE approach when creating the first blueprint of a system and that “more sophisticated requirements could be gradually incorporated” later on. It should be noted, however, that Niu et al. (2011) consider three ERP implementations that were carried out according to accelerated methods and that involved implementing only limited functionality. Their study also focuses on a “relatively immature organisation”.

2.5.2. Packaged Software Requirements Prioritisation

According to Wiegers (1999), requirements prioritisation is needed to indicate how essential each requirement, feature, or use case is to a particular product release. If all requirements are considered equally important, it will be difficult for the project manager to respond to budget cuts, schedule overruns, personnel losses, or any new requirements added during development. The prioritisation of requirements before projects and allocating them to releases is an essential activity that provides value for customers (Lehtola & Kauppinen, 2006). Wiegers (1999) also suggests that priorities should be adjusted periodically throughout the period of development as customer needs, market conditions, and business goals evolve.

Barney et al. (2008) stated that the purpose of requirements engineering activities “is to add business value that is accounted for in terms of return on investment of a software product”. They present three case studies of release planning processes for packaged software and find that the client and market base of the software product represents the most influential group in the decision to implement specific requirements. This is reflected both in terms of deciding the processes followed and the criteria applied when selecting requirements for the product or for a specific release. However, the maturity of
the product, its marketplace, and the development tools and methods available also influence whether or not a requirement is included in a specific project or release.

In a very recent study, Rowland (2012) considers the process of “fit-gap” work often carried out by committees set up to decide how to prioritise customisations and work-arounds that may be needed during ERP implementations. Rowland’s study borrows the terms “fitting” work from Gasser (1986) and “fit-gap” from Rowland & Gieryn (2008) and “examines the process and consequence of prioritising implementation projects with special emphasis on ‘de-prioritisation’ as a practical technique for managing installation”. In order to make packaged software work for their company, companies usually engage in a mixture of formal “fit-gap procedures” and off-the-cuff work-arounds. Project managers of such implementations often create “fit-gap committees” that involve functional and technical employees. Sometimes the work-arounds and customisations carried out are needed in order to “coax suboptimal implementations into functioning properly”. However, Rowland identifies a problem related to the issue of de-prioritising the need to fix some of the gaps that are identified during implementation. De-prioritisation of requirements is often used in order to limit the number of customisations made. But Rowland (2012) states that problems can arise when time and resources that could be invested into customisations are delayed indefinitely or when potentially helpful work-arounds are not carried out. Rowland suggests that many such decisions to prioritise or de-prioritise are actually caused by “political conflict and ambiguous economic accounting”. Rowland’s investigation of a “multiyear organisational case-study of ERP in an institution of higher education” reveals the process of how those involved in the ERP committee prioritised or de-prioritised some “gaps”.

Rowland & Gieryn (2008) explain that fit-gap work is “a formalized process devoted to (1) identifying gaps, (2) deliberating on possible fits, and then (3) prioritizing which gaps are fit straightaway while other get de-prioritized”. Rowland argues that conceptually, the fit-gap idea seems valuable. However, fit-gap committees cannot guarantee that they will discover “all gaps in fit”, and some work-arounds may be only
be “patch-work” that might “shore-up lingering misfits” (Gasser, 1986; Pollock, 2005) or work only until the next vendor update.

Rowland next suggests that while past research on modifying ERP systems has focused on “notions of fit and alignment”, it could be fruitful to instead think in terms of ‘gaps’ and about competing claims regarding “what constitutes a legitimate gap”, which gaps must be closed, and which are safe to leave open. He suggests that customisations and changing work practices can both be described as “fitting work”, to use a term created by Gasser (1986). He states that this fit-gap work is “emergent, recursive, and ongoing”– even after every module of a new system is installed.

Light (2005) also points toward the more political nature of how misalignments may be dealt with. Light finds that “managers and consultants often frame misalignments to be economic, functional, or technical in nature”, but that these descriptions work to distract from the politics that may be involved with decisions about misalignments.

Rowland & Gieryn (2008) observe that gaps might appear when universities or colleges implement ERP systems because even though institutions of higher learning would obtain necessary information about the institution’s extant practices and what was needed from a system before implementing a new system, problems necessarily arise because employees share “tacit knowledge” and “embodied practice” and it may be difficult to “retrieve and articulate” this knowledge precisely. The institution of learning can therefore only consider “a truncated subset of all the possible differences between the legacy system and [the packaged software solution]” (Rowland & Gieryn, 2008, p. 384). Meanwhile, a study by Kitto & Higgins (2010) found that work-arounds that helped universities keep legacy processes were not always liberating.

Rowland (2012) argues that there are sometimes contradictory or multiple rationales behind efforts to prioritise gaps for fit. He ends his study by noting that once ‘gaps’ are identified within organisations, various ‘fits’ are identified for those gaps, with only one of these ‘fits’ being prioritised within a queue. It is also usually the case that the number of fits that could be “immediately available for implementation” will involve a cost in
excess of the amount of financial resources available. Rowland therefore argues that in such cases, “a valuable strategy for managing implementation projects is to de-prioritize some fits”. However, the political or economic scheming that might be involved in such decisions is generally hidden and such decisions made to appear neutral. Rowland argues that now he has emphasised how ‘gaps’ may be constructed and dealt with by implementation committees, future research into ERP implementation should not focus only on ‘fit’ and alignment, but should also “recognize that system fitness and failure are also predicated on how gaps are locally constructed and prioritized”.

Underlying the importance of requirements prioritisation in packaged software is the fact that there are limited product development resources. Time and money are both finite, and when customer expectations are high, timelines short, and resources limited, the most essential functionalities of the product should be delivered as early as possible (Wiegers, 1999). The product should, however, not only reach the markets in time, but also meet the needs of the customers (Karlsson et al., 2007). Therefore, a balance must be struck during the development of the product, with the most important requirements being found. The question here is “how do software companies balance between packaged software functionalities and meeting clients’ requirements?” In order to manage the balance between software specificity and generality successfully, domain knowledge and estimation skills are required.

### 2.5.3. Requirements Engineering in SPSVs

Aranda et al. (2007) investigate how small companies elicit and track requirements. Their study presents “preliminary results from an ongoing exploratory case study of requirements management in seven small companies” and is the first study to look specifically at how small companies “elicit, track, and communicate their requirements” and at their “contexts of operation”. Aranda et al. find a diversity of approaches to requirements engineering within these companies. Despite the fact that these small companies seemed to lack any systematic approach to eliciting and tracking requirements, the companies do “well enough” at this stage of RE and any errors in requirements are “rarely catastrophic”.
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Aranda et al. (2007) initially based their study on the hypotheses that requirements engineering in small companies did not appear to follow any best practices laid out in textbooks and that the current research on requirements modelling, specifications, and traceability “seemed to be irrelevant to these companies”. In their exploratory case studies of the seven companies selected, they aim to answer three questions: “How do small companies manage their requirements?”, “How does the context of these companies affect them?”, and “Why do these companies adopt some requirements practices and reject others?”

Aranda et al. (2007) explain that each company studied had developed their own practices that worked for them: the practices allowed them to stay afloat, to communicate with each other, to create what customers wanted, and sometimes to have business growth. There were very few common features of the requirements processes practiced throughout the seven companies. Each addressed “the issues of elicitation and communication of requirements with different degrees of planning, structure, and documentation”; they also approached the mitigation of errors in different ways, such as discovering them through the iteration process, through the use of demos, through beta testing, or through “upfront analysis”. Some variables did seem to affect the companies’ choices about how they carried out requirements engineering. Business and contextual factors such as “the type of customers, the background and skills of their developers” and even “the spatial layout” of their offices seemed to influence decisions about requirements engineering, but Aranda et al. (2007) consider that they do not yet have enough evidence about the influences of each factor to state anything certain about them. They do, however, hypothesise that “the diversity of RE practices in small companies can be explained as the result of evolutionary adaptation, as these companies have adapted to a specific niche”. This is important, because if correct, then “no generalized requirements technique will be suitable for all small companies”.

Each one of the seven companies had a story to tell of how errors in requirements caused problems with a project. But in no case did the requirement errors ever lead to a catastrophe. Aranda et al. (2007) deliver three hypotheses in relation to their findings:
first, that “small companies that survive their initial phase practice normal design, which greatly decreases the risks associated with software engineering”; secondly, that “small companies can fix their requirements problems more easily than large companies by virtue of being small”; and, thirdly, “a single requirements catastrophe will drive a small company out of business”. In relation to the first hypothesis, Aranda et al. (2007) state that the adaptation practiced by small software companies may include “a shift from a radical design to a normal design approach to software development”. In relation to the second hypothesis, Aranda et al. (2007) suggest that it may be easier for small companies to clear up requirements errors or misunderstandings due to the smaller scale of many of their projects, the greater ease of arranging meetings about requirements, and the use of open office plans. Lastly, even when problems arise with requirements, small companies choose to maintain the same requirements processes they have used in the past. Aranda et al. (2007) believe that the governing principle behind the requirements practices of these small companies is to find a process that is “good enough” and that they will resist any radical change to their requirements techniques.

Aranda et al. (2007) conclude that small software companies have a number of special characteristics that distinguish them and their requirements processes from those of larger companies. Aranda et al. (2007) therefore propose that when writing about RE and recommending specific RE practices, researchers should “state the context” in which it is believed the techniques would be helpful, that researchers should “connect RE research to business and social concerns” of small companies, that researchers need to provide compelling reasons why a small company should abandon their current RE techniques in favour of techniques proposed by the researcher, and that it may be better to propose incremental changes to the current set of practices, rather than full-scale change which could have negative effects on a small company.

Bürsner & Merten (2010) observe that SMEs may not always be able to apply RE methods and techniques designed for larger companies without having to modify them. They also point out that SMEs face particular difficulties caused by time constraints and limited resources. Their study argues that SMEs [SPSVs] need improvements to be
made in the methods for “requirements elicitation, documentation, communication and traceability” and in requirements management throughout the software lifecycle. In their study they discuss a workshop (1st Workshop on Requirements Engineering in Small Companies (2010)) which was held to investigate “the RE practices and experiences of SMEs [SPSVs]”, and to discover or discuss “lightweight RE methodologies and tool support usable for small companies”.

During the workshop it was found that “existing RE techniques are not sufficient for small companies”. Other recommendations made after the workshop are that size is “not the only measure to categorize smaller companies and describe the exact focus of research”, “that tacit knowledge and social structures” in place in SPSVs may play an important role in RE research, and that introducing RE methods designed for larger companies may actually do harm to the specific features of an SPSVS.

In the same year, Quispe et al. (2010) noted that previous researchers had identified “a lack of knowledge about requirements engineering practices” in small and very small software companies. Quispe et al.’s paper presents the results of a diagnostic study relating to very small software companies (VSSE) in Chile. The results and discussion presented draw on data gained through various focus groups and surveys. Their study focuses on the current state of RE practice in such companies, identifies “common areas of improvement”, and considers the limitations that might arise when trying to “adopt appropriate requirements engineering practices” in very small software enterprises. While Quispe et al. (2010) accept that various factors could contribute to the failure of projects within these companies, they choose to investigate the companies’ requirements engineering practices since RE is known to affect the outcome of projects. Quispe et al. (2010) delineate some of the problems that can be caused by inadequate RE practices. These include having to “rework” parts of a system as new requirements become apparent late in the project, problems with coordination and communication, and problems with the visibility of the project status. They point out how “reworking” can significantly delay a project. Coordination and communication problems may occur in the way that the VSSE manages various documents, slides, emails, and other
resources relating to requirements. There may be difficulties with obtaining on-time, fast, or accurate information on requirements. Some projects carried out by VSSEs may lack the requirements-related metrics that could help to steer a project toward successful completion.

However, Quispe et al. (2010) conclude that requirements engineering practices can only be improved if investigations successfully identify areas for improvement, and that it is very unlikely that a one-size fits all approach is a suitable choice for very small software companies: it is more likely that there will be a particular answer for each individual company. Their study is among the first to investigate RE practices within VSSEs, preceded only by a study by Aranda and Easterbrook in 2007. Quispe et al. (2010) briefly discuss Aranda and Easterbrook’s results, noting that they reflect investigations into only 7 different companies. Apart from the study by Aranda and Easterbrook, they were unable to discover any extensive studies of RE practice in VSSEs; they did, however, find some studies relating to how VSSEs conducted RE in specific scenarios.

Quispe et al. do mention seven specific findings from their focus group: during projects carried out by VSSEs, (1) project specifications were usually met, but the client often found the solution unsatisfactory; (2) since solutions were often unsatisfactory, it is likely that there was inadequate communication with the client, leading to incomplete specifications; (3) the project’s scope often expanded, as clients asked for additional changes – meanwhile, these changes were often inadequate; (4) VSSEs often carry out an ad-hoc form of requirements specification; (5) ad-hoc processes often lead to a loss of requirements and other requirements management issues; (6) developers often resolved issues of uncertainty without informing the clients; (7) and that “VSSEs are aware of the benefits of RE practices but are not sure they apply in their context” (83).

A study by Aranda (2010) argues that researchers should stop encouraging small companies to follow RE practices that were designed for larger companies. It is argued that instead, small companies should take advantage of the special opportunities they have “to develop software efficiently and successfully”. Small companies may have
particular strengths, such as the ways that they engage in “requirements elicitation and communication activities”, and researchers should respond to such strengths by designing or evaluating techniques that make the best use of a company’s small size.

While arguing that small companies should take advantage of their strengths, Aranda also asks “when does a growing organization cease to be small? That is, when do these strengths disappear?” He observes that there often seem to be changes in company dynamics when a company reaches ten to twenty people, and again when it reaches about one hundred and fifty people”. Future research, therefore, could explore these thresh-holds. Aranda (2010) also states that perhaps it is not only the number of employees that should be considered in studies of small companies, but also “other determinants of size, such as the number of teams or the number and variety of customers”.

Merten et al. (2011) identify a lack in the amount of research conducted that helps to categorise SPSVs. They also identify problems related to the way that SPSVs are categorised and the way that the results of observational studies, field studies, and empirical studies relating to SPSVs are classified. They point out that a “single criteria cannot be used to define SMEs [SPSVs]”; rather, additional criteria that influence RE practice should be identified and classified, in order to better be related to SPSVs. Their study brings up the need to provide initial attributes for identifying and classifying SPSVs and ways of improving RE techniques within the companies. Their study does not however deliver any final results from such research, but rather delineates the issues that their intended study will deal with. At the end of their study they indicate their plans to disseminate a questionnaire amongst a large range of SPSVs in order to “correlate sets of parameter values within the attributes with RE practices used in the companies” and then formulate hypotheses from the results. The research in their study is intended to be specifically directed toward studying SPSVs.

Merten et al. (2011) suggest that software engineering SPSVs are generally rather flexible, agile, and innovative, and well-known for “advanced software engineering
competence”. However, as they mention, the field of SPSVs and how they should practice software engineering is still under-researched.

In their discussion of the problems surrounding studies of RE in SPSVs, Merten et al. (2011) state that a definition for SMEs that relies on the number of employees is insufficient for categorising SPSVs. Problems related to this insufficiency result in studies being classified as relating to SPSVs whether the research involves companies that have only 4 employees or more than 150 people. Therefore, previous findings often “lack a reliable set of criteria identifying the kind of SME they are referring to”, and the results provided may seem conflicting. As a result, it is often unclear exactly which kinds of SMEs various process models or best practices are intended for. Moreover, past studies do not seem to consider what different kinds of software might be developed by these SPSVs and how this might affect their ability to implement different RE techniques.

As mentioned, Merten et al. (2011) do not deliver any final results from investigations into these issues, but instead delineate the questions that they plan to investigate during their study. For example, they discuss their intention to discover whether or not developers at SMEs are right to consider that soft factors such as their domain knowledge or the particular niche that their SPSVS deals with limits the need for formal methods of RE practice and management. They also discuss their intention to formulate a questionnaire once new attributes of various kinds of SPSVs have been identified, and send the questionnaire to a large number of SMEs in order to gain further information that will allow them to map SPSVs’ RE practices with their various attributes.

2.5.4. Packaged Software Requirements Engineering in SPSVs

In a study functioning as part of the ‘Third Generation ERP Project’ that aims to develop a standardised and more cost effective ERP system for SMEs, Johansson & Bjorn-Andersen (2007) consider the challenges that are involved in identifying “business requirements for a future standard enterprise resource planning (ERP) package” that can support the needs of SMEs. They argue that the success of such a
complex project likely relies on “the success of the requirements modelling”. Their study therefore examines various models for identifying “needed and future business requirements”.

Johansson & Bjorn-Andersen (2007) explain that in the past, ERP vendors have usually pitched ERP systems to SMEs by first supplying them with small versions of ERP based only on accounting systems, and then sometimes gradually extending the system by adding functions related to supply chain, logistics, and CRM. Even so, the implementation costs for an SME using ERP are quite high. Therefore, as Johansson & Bjorn-Andersen explain, the objective of the Third Generation ERP Project (3gERP), is to develop a “comprehensive global ERP system” that could be used by companies within any country, after only a limited number of modifications and on-going efforts. One key to project success is the ability to identify what elements are needed in an ERP system for SMEs (as distinct from existing ERP systems). Some aims for the new project are to develop an ERP system that is easier to implement, that “may be distributed globally at relatively low costs”, that will be easy to localise, maintain, and update, that will allow enterprises to collaborate, and that “will provide better business insight (data mining) for managing the enterprises”. Two important factors for developing such a system are the ability to successfully identify the business requirements of SMEs, and the ability to present those requirements: two tasks that Johansson & Bjorn-Andersen admit might prove impossible.

There are other key problems involved with developing a standard ERP system. One is that ERP systems are typically developed by a vendor without any interaction with end users. Secondly, various stakeholders involved with an ERP system may disagree on the importance of various requirements. There are, for example, often ‘gaps’ between what business analysts think a company needs and what the management of a company wants from its ERP system. Therefore, one of the questions addressed by Johansson and Bjorn-Andersen is whether there is a way to “develop some kind of process for requirements identification, collection, and presentation” that will future ERP systems provide functionality that is closer to what end-users want.
Johansson & Bjorn-Andersen (2007) suggest that the categories of misfits identified by Soh et al. (2000) may be helpful when seeking the requirements of a future ERP system. Soh et al. (2000) placed misfits into three categories: “data, process, and output”. Data misfits relate to the data format and underlying data model of a system. Process misfits often relate to issues with licences and access to various functions or to inability to change the source code. Operational misfits occur when the ERP system does not support a particular operation that is normal for the company. Output misfits are described by Soh et al. (2000) as occurring when the company does not receive the information it needed about the ERP system. Soh et al. use the common definition of ‘misfit’ as a gap between the functionality offered by a software package and the functionality required by the company.

Johansson & Bjorn-Andersen (2007) note that there is another way to analyse requirements: by considering the company’s “business model as well as the nature of the businesses. Requirements could be thought of as intra-organisational or inter-organisational. Requirements will also be different depending on whether the organisation is a government organisation, service organisation, or manufacturing organisation”, for example.

Johansson & Bjorn-Andersen (2007) present their own model for identifying and presenting business requirements for ERP systems. Their model builds on constructing narratives about an ERP system and its use. Much information about requirements can be gained from the end users (via interview) and from the existing ERP system, even if it is hardly used. Scenarios about the current ERP system can be developed into scenarios about a future system, especially once input is obtained from ERP-related literature or experiences of previous implementations. The scenarios that are developed should then be related back to the company’s goals and what is needed to fulfil those goals. The process therefore involves “reverse engineering from the scenarios”.

As observed by Johansson & Bjorn-Andersen (2007), any future global ERP system will need to be able to deal with local issues such as tax laws, different accounting standards, local practices, and various languages. They also mention a world-wide trend
towards virtual business environments, and other forms of technology that might affect the development of a new ERP system, such as “enterprise application integration (EAI), extended markup language (XML), service oriented architecture (SOA)” and ‘software as a service (SaaS)”.

Another study by Vilpola et al. (2007) discusses the implementation of ERP systems in SMEs. Noting the need for SMEs to use an ERP system that is able to meet the requirements of their processes and allow them to keep their individuality, Vilpola et al. (2007) develop a Customer-Centered ERP Implementation (C-CEI) method. Their C-CEI method involves three stages of analysis, “operational, contextual and risk”, that they believe will help an SME select an appropriate ERP system and better ensure the system’s acceptance by users within the company.

Vilpola et al. (2007) stress how implementing an ERP system almost always means a compromise between a company’s existing processes and what the ERP system can do. They state, therefore, that “in order to select an ERP system that best supports the business processes of an SME, an in-depth analysis of company’s processes and requirements is needed. The analysis must support both the ERP system implementation process planning and process change management”. The implementation method developed by Vilpola et al. innovatively combines “two requirement engineering approaches”. The first is a focus on “company operations and processes”, and the second a focus on “users and their tasks in the context of use”.

The C-CEI method involves three major phases of analysis: operational analysis, contextual analysis, and risk analysis. After each phase, a document is created which can be used to assist implementation. Vilpola et al. (2007) argue that this method best prepares the staff of an organisation for an ERP implementation as they are involved in each phase, including describing current processes and problems, modelling the context of the system, and prioritising the implementation risks. Vilpola et al. (2007) state that the C-CEI method is a multi-disciplinary approach to ERP implementation, and may require small and medium-sized companies to hire consultants. However, the method should result in such companies obtaining very thorough information about ERP
requirements and about the processes and environment within their company. Vilpola et al. emphasise that the C-CEI method is innovative in its focus on user-centeredness, and they note that the C-CEI method could be further developed through the creation of a tool-box containing instructions, checklists, and templates. Lastly, Vilpola et al. (2007) note that the C-CEI method can reveal ways for improving a company’s processes that are separate from improvements that rely on implementing a new system. The C-CEI method can even supply information that may help a company after the implementation of a new ERP system.

More recently, Jantunen (2010) argues that small and medium-sized companies require a form of RE that allows for the flexibility and sociability that are frequently features of SMEs, which allow for improvisation or that help employees “cope with multiple meanings”. It suggests that the management of requirements in small and medium-sized companies depends to a large degree on human collaboration. However, when companies grow they often lose some opportunities for face-to-face collaboration. Jantunen (2010) therefore explores how companies keep “the benefits of human collaboration while coping with increased complexity”.

The first topic covered in Jantunen’s study is Market-Driven requirements engineering (MDRE). When companies plan to offer a new software product, they must determine which new features should be included. MDRE processes can be described as “approaches to synchronise” “candidate requirements” “with the discrete release events”. However, past studies have noted that determining the best possible selection of features for future releases is extremely difficult, and that there is no optimal solution. The criteria that could be used to determine the success of the solution are always changing, as technologies, market needs, and competition change. Moreover, if new customers are acquired, their demands may conflict with the demands of other customers.

Jantunen (2010) discusses the process-based MDRE approach, noting that companies receive information about market demands from many sources: their current customers, trade shows, and from watching what competitors are doing. Many companies place the
market information they have collected into a database. However, they often collect more market information than they are able to digest. Meanwhile, it is difficult to know which customer requests to prioritise and which would most benefit the company. The process of deciding which requirements to use tended to involve scanning the database for requirements. A “release plan” is created showing the features to be included in a particular product release, and a “roadmap” created showing “a layout of the product releases to come over a time frame of three to five years”.

Jantunen’s (2010) study concludes that “as long as an organization is small enough, human collaboration appears to have a natural tendency to mitigate the MDRE-related challenges. When the organisation grows, it begins to face coordination challenges”. In order to meet those challenges, the organisation often turns to “introducing processes” and increasing documentation. The paradox is that this attempt to increase coordination can lead organisations to lose the benefits of human collaboration. Without such collaboration, employees may end up working “with partial information”. Since “organizations need to find new ways to regain the benefits of human collaboration while coping with increased complexity”, current MDRE approaches could be expanded to include approaches that allow for multiple meanings, that are tolerant of improvisation, or that are “more social by nature”. Social media may assist “social interaction, content sharing, virtual identity and collaborative production”. Jantunen suggests that further attention should be paid to studying small companies and that researchers should explore how social media could help larger companies to retain the benefits of human collaboration.

2.6. Packaged Software Implementation

Implementing Packaged Software (PS) is a major project requiring a significant level of resources, commitment and changes throughout the implementing organisation (Addo-Tenkorang & Helo, 2011). Often the PS implementation project is the single biggest project that an organisation has ever launched, and many cases have been documented of failed implementations leading to the complete business failure of some
organisations. As a result, issues surrounding the implementation process have recently been one of the major concerns in the IS industry. A study by Moon (2007) about the literature relating to ERP published between 2000 and 2006 showed that 40% of the 313 articles considered elements relating to PS implementation. Similarly, Addo-Tenkorang & Helo (2011) in their review of the literature relating to ERP published between 2005 and 2010 showed that discussions of PS implementation comprise more than 54% of the entire articles. The challenges related to PS implementation were identified as long ago as Holland & Light (1999), who offer a look at early literature on packaged software implementation.

2.6.1. Critical Success Factors for Packaged Software Implementation

Holland & Light’s (1999) study offers a framework for helping managers “successfully plan and implement an ERP project” that will help them with “IT planning and legacy systems management”. In their study they focus on the two research questions: (1) “How can ERP systems be implemented successfully?”, and (2) “What are the critical success factors for ERP implementation?” Holland & Light identify that the two main options when implementing packaged ERP software are either to install the software as a “standard package with minimum deviation from the standard settings”, or to customise the system “to suit local requirements”. ERP implementation also involves two main processes: “business process change”, and “software configuration to align the software with the business processes” (Akkermans & Helden, 2002; Scott & Vessey, 2002; Umble et al., 2003; Soja, 2006).

The study by Holland & Light suggests that the Critical Success Factor that most influences the success of ERP implementation is “top management support and a clear business vision” (Umble et al., 2003; Soja, 2006). Other important factors to consider when planning for ERP implementation are “legacy systems, ERP strategy, and business process change and software configuration” (Holland & Light, 1999). Holland and Light mention that there are “different approaches to ERP strategy ranging from skeleton implementations to full functionality”, but they seem certain that “it appears easier to model the organization to the ERP software rather than vice versa”. They
suggest that the main questions that leaders of organisations should ask before beginning ERP implementation is whether they have developed detailed plans for the change, whether they have properly considered the effect that the existing legacy systems may have on attempts to change, and whether they should implement a fully-functioning system, or, initially, just a skeleton one.

Somers & Nelson (2001) used the responses given by 86 organisations to a questionnaire about critical success factors in ERP implementations to create a list of the critical success factors they consider most important for ERP implementations. They suggest that the list can help managers of ERP projects to best utilise limited resources by focusing on the CSFs that are most likely to have a major impact on the success of an ERP implementation. Somers & Nelson’s paper provides a brief explanation of each of the top 22 factors identified, along with information regarding why the factor was considered important and which previous studies have supported its importance. The top five factors identified by Somers & Nelson are: (1) Top management support, (2) Project champion, (3) User training and education, (4) Management of expectations, and (5) Vendor/customer partnerships. The remaining top 10 factors consist of: (6) Use of vendors’ development tools, (7) Careful selection of the appropriate package, (8) Project management, (9) Steering committee, and (10) Use of consultants.

The results provided by Somers & Nelson actually provide two different listings, one showing the top CSFs across the entire implementation process, and another showing which CSFs were rated as most important in relation to the six phases of implementation: initiation, adaptation, acceptance, routinisation and infusion phases. The top 10 success factors for the implementation process overall, in terms of “mean ranking” were identified as: Top management support, Project team competence, Interdepartmental cooperation, Clear goals and objectives, Project management, Interdepartmental communication, Management of expectations, Project champion, Vendor support, and Careful package selection. However, the top CSFs were also identified as changing throughout the process, for example, with “architecture choices, clear goals and objectives, partnership with vendor, and dedicated resources” being
identified as the most important factors early on in an implementation. Later on, these factors change. For example, “interdepartmental communication and cooperation” are identified as “important across the adaptation, acceptance, routinisation and infusion phases”, even though they had not been considered highly important during the (early) “initiation and adoption phases”. “Top management support” was identified as being very important in all but one phase.

Two studies by Akkermans & Helden (2002) and Plant & Willcocks (2007) each attempt to check the accuracy of the list of Critical Success Factors for ERP implementation supplied by Somers & Nelson in their 2001 study. The finding by Akkermans & Helden (2002) is that the list of CSF factors created by Somers & Nelson was helpful and applicable in explaining “both the initial failure and the eventual success of the implementation” within one company in the aviation industry.

The aim of Akkerman & Helden’s paper is not simply to test the accuracy of the top 10 list supplied by Somers & Nelson, but to build on the list by theorising some of the “causal interrelations between the individual CSFs”. Their two research questions were: (1) “Can the Somers & Nelson list be helpful in arriving at a better understanding of root causes of ERP implementation success and failure?”, and (2) if so, “in what way can the Somers & Nelson CSFs be interrelated causally?” Akkerman & van Helden decide to examine the usefulness of only the top 10 ranked CFSs, which, they mention, involve a mixture of ‘hard’ and ‘soft’ aspects of implementation. These aspects include such things as “Top management support”, “Project team competence”, “Interdepartmental co-operation”, “clear goals and objectives”, and “project management”. Some of the items on the top 10 list were initially ranked lower by Somers & Nelson, but moved up the ranking when feedback was received from 52 organisation managers approached by Akkerman & van Helden to provide input. Most of the items on the top 10 list have also tended to appear with frequency in other IT literature surrounding implementation.

At the conclusion of their study, Plant & Willcocks (2007) state that pre-implementation, participants considered three of the critical success factors mentioned
by Somers & Nelson to be particularly important. However, by the end of the study, “there was agreement by all of the study participants upon the top four ranked factors as shown by Somers & Nelson’s [list]”. These particular success factors are: Top management support, Project team competence, Interdepartmental co-operation, and Clear goals and objectives.

2.6.2. Packaged Software Implementation ‘Misalignments’

Other studies have discussed packaged software implementation in terms of potential misalignments between the functionality offered by the PS and the business needs of a company. For example, Wei et al. (2005) discuss ERP implementation in terms of potential misalignments between company needs and packaged software functionality, and the resolution of misalignments as the main factor determining whether ERP implementation is successful or not. Wei et al. identify different ‘phases’ of the implementation process and suggest that varying forms of misalignment can occur within each of these stages. The stages identified by Wei et al. (2005) include: the chartering phase, the project phase, the shakedown phase, and onward and upward phase.

Wei et al. (2005) begin their study by first outlining the benefits to be gained from an ERP system: integration of systems, inherent best practices, and the flexibility to meet the demands of various organisations. However, they also mention the drawbacks and risks, noting that implementation failure occurs in two-thirds of all implementations (Robey et al., 2002). Wei et al. attribute the high cost of implementation and the high failure rate to the fact that implementation requires mutual adaptation by both software and company (Soh et. al., 2003). Various researchers have suggested that resolving such misalignments requires “combining both ERP customisation and organisational change” (Hong & Kim, 2002; Luo & Strong, 2004).

Misalignments can consist of “the incompatibilities between organizational requirements and ERP software in terms of data, process, and output” (Soh et al., 2000), or in terms of “opposing structural forces between an ERP system and the implementing
organization” (Soh et al., 2003). Wei et al. themselves describe misalignments as arising “from company-specific, sector-specific, or country-specific requirements that an ERP package does not support and can be clustered into data, process, and output” (Soh et al., 2000). But Wei et al. (2005) state that at the time of writing, there had been “limited research concerning ERP misalignment problems”.

In their final conclusion, Wei et al. (2005) offer some advice to managers considering ERP implementation. They recommend managing “misalignment and change at project initialization” as much as possible, and remembering that misalignments and “change actions” can have “potential cascading effects”. In the case study by Wei et al., ElectronicCo followed a conservative approach to adopting the ERP technology and tried to minimise the technological change involved. However, this did not entirely pay off, as after ERP implementation, users of the system still demanded “organizational and technology changes”. The main finding of Wei et al.’s study is that different misalignment problems will be encountered within different phases of ERP implementation. However, they acknowledge that “further study is needed to identify other factors that may also influence the choice of resolution strategy”.

Similarly, Sia & Soh (2007) identify two contexts in which packaged software misalignments of packaged software and clients’ business requirements occur. Problems can be caused by both imposed context and voluntarily acquired context. Imposed context relates to contextual details that are country specific, such as the socio-political system, economic structure, or cultural practices unique to a country. Meanwhile, voluntarily acquired context involves differences in processes, or operations due to a company’s choice to focus on specific tasks or elements of business. These could include focusing on developing services for niche markets, adopting specific routines for managing critical resources, quests to enhance customer service, the tolerance for management risk, and attempting to match user preferences. Sia & Soh (2007) identify the types of misalignments in packaged software by using Bunge–Wand–Weber elements of ontological structure (deep and surface structure).
Sia & Soh (2007) identify deep structure as the meaning of the core of the real-world system that the information system is intended to model. The real world is made up of things (e.g., fields, persons, artifacts, and social systems) and these things possess properties (e.g., characteristics attached to things) existing at certain states (e.g., ranges of values). The states of things change through transformations (e.g., business rules or laws that define allowable operations). An accounting system, for example, represents the properties of banks and debtors’ accounts (e.g., current or saving accounts, transaction currencies), the states of these accounts (e.g., outstanding amounts or balances), and transformations to these accounts. As it does so, it reflects deep-structure characteristics, since it indicates how the economic wealth of organisations and individuals in the real world alters as contracts are executed. These deep structural elements of things, properties, states, and transformations are core elements of structures; the absence of such elements leads to major system deficiencies. For example, missing properties within a system may lead to the system’s inability to relate one thing to another.

Surface structure, on the other hand, is identified by Sia & Soh (2007) as being concerned with how real-world meanings are conveyed through the interface between the information system and its users (e.g., through interactive dialogue and reports). Surface-structure misalignments arise when the way that users in the real world access information, input information, and view information on screen and in hardcopy reports differs from the interface provided by the package. For example, customer service officers may need to see information about a client’s current transaction as well as summarised information relating to past transactions on the same screen when interacting with the client. Problems may arise if the package screen interfaces are instead designed so that the information is spread across several different screens, as this would make such overviews too difficult for the customer service officers.

Meanwhile, Sia & Soh (2007) also identify four misalignment types. These include: Imposed-Deep, Imposed-Surface, Voluntary-Deep, and Voluntary-Surface. Imposed-Deep refers to there being a missing or inappropriate thing, property, state, or
transformation in the system, arising from different country or industry assumptions. Imposed-Surface relates to such things as missing or inappropriate access, input, presentation, or output in the system, and can arise from different country or industry assumptions. Voluntary-Deep relates to there being a missing or inappropriate thing, property, state, or transformation arising from organisation-specific assumptions. Lastly, Voluntary-Surface relates to there being missing or inappropriate access, input, presentation, or output arising from organisation-specific assumptions. Sia & Soh (2007) conducted three different case studies and found over 400 instances of misalignments. Their development of the typology suggested that the most severe misalignments (Imposed-Deep) should result in package customisation, while the least severe (Voluntary-Surface) could usually be resolved through organisational adaptation. The question that could be asked about the issues identified by Sia & Soh (2007) is “what do packaged software companies do to identify misalignments between the functionality offered by the PS and the business needs of a company?”

2.6.3. Packaged Software Implementation ‘Customisation’

Light (2005) discusses the customisation of ERP packages after they have been implemented by a company. He notes that customisation of ERP packages is usually explained as resulting from a ‘misfit’ or ‘misalignment’ between the functionality offered by the ERP package and the business needs of a company. However, in this study, Light investigates the customisation of ERP packages and delivers some previously unexplained or un-theorised reasons for why customisation may occur.

As Light mentions, despite the commonly perceived benefits offered by standard ERP packages, customisation of ERP packages is still frequent. The customisation and organisational decision-making are not always rational activities, and customisation must therefore be an activity that is “flexibly interpreted” (Light, 2005; Khoo et al., 2011). Light points out that it is incorrect to simply assume that all end-users of a system share a commitment to the development of the system. In fact, these end-users may be affected by various “personal or group agendas” and have different “levels of
interest” in the system and varying “degrees of power”. Light’s argument here is that ERP systems customisation is not “singularly rationally motivated”.

The customisation of ERP systems relies on decision-making (Khoo & Robey, 2007; Khoo et al., 2011), and various researchers have criticised the idea that all corporate decisions are made via rational models. Light explains that decision makers may not always have complete information about alternatives and they may often be guided by intuition instead. Moreover, decisions are often affected by a group context and by influences upon an organisation (Khoo & Robey, 2007).

Light (2005) suggests that while previous literature on ERP systems tends to state that customisation will cause trouble, and tends to suggest that customisation is usually carried out in order to add functionality, change the look or feel of the package, or increase the package’s efficiency, there may in fact be “other agendas for customisation”. For example, an implementation team might use customisation in order to fuel user acceptance of the package. Management staff might suggest customisation so they can keep existing “value adding processes”. Light suggests that all of these reasons for customisation are fairly rational, but that there could also be further research conducted into the “lack of reasoning” behind some decisions to customise software. He states that his research is also being developed further as a means of discovering how customisation might aid “sociotechnical integration efforts”.

2.6.4. Packaged Software Implementation ‘Best Practices’

The concept of “best practice”, Yeow & Sia (2008) explain, relates to “a set of proven business methods or an exemplary business scenario” that have been established in past studies of business-related matters and are reflected in the pre-configured arrangement of packaged software (Yeow & Sia, 2008). However, since Yeow & Sia adopt a social constructivist approach throughout their study, they state that the idea of “best practices” is simply a social construction, and that ideas relating to best practice can “evolve subject to negotiation” amongst various groups, even amongst that have competing ideas about best practice (Yeow & Sia, 2008).
Meanwhile, a study by Wagner et al. (2010) delivers a new perspective on the development of large scale packaged software by considering “the processes of mutual adaptation of the technical and social during implementation and maintenance” of packaged software. Wagner et al. (2010) recognise that some misalignments between what a packaged software product delivers and what a company needs or how a company conducts business might only become apparent after the packaged software is implemented. This “post roll-out” phase is the implementation phase that Wagner et al. focus on in their research. Specifically, Wagner et al. examine how an implementation that initially looks like a failure may be turned around so that the information system works. They refer to this phenomenon as “project survival”.

Wagner et al. (2010) suggest that contrary to the idea that it is best to make use of the best practices built into packaged software and to benefit from the way packaged software can help an organisation integrate various business processes, sometimes, in order to ensure project survival (the implementation of packaged software) rather than allow project failure, it might be necessary to continue with some legacy practices. This may be the case even if this makes “migration and future upgrades more difficult” (Wagner et al., 2010; Yeow & Sia, 2008). Wagner et al. state that their findings are “in opposition to the Volkoff et al. (2007) study that found PS changed the relationship between organizational routines and roles by embedding those relationships into the system”. Wagner et al. (2010) state that compromises, such as the decision to retain some legacy practices and features, should be seen as “a necessary characteristic of negotiating practice, not to be viewed as an indication of failure to force change”. PS implementation should therefore be “recast” in the literature about implementation, so that it is no longer regarded as a time of users undergoing a steep learning curve while they must learn to use the new system, but instead regarded as a time of negotiation and further change (Volkoff et al., 2007; Shaul & Tauber, 2012).

2.6.5. Packaged Software Implementation ‘Integration Effects’

One study by Volkoff et al. (2005) involves a 3-year longitudinal case study of a phased PS implementation. One purpose of the case study was to identify integration effects (of
both processes and data) prompted by the implementation. Various integration effects were identified during the case study, and Volkoff et al. (2005) consider the effects identified as bearing out the validity of previous work by Thompson (1967) who theorised three types of interdependence: “pooled, sequential, and reciprocal”. Using Thompson’s interdependence types they discuss the major characteristics of PS-enabled integration and “also identify dimensions of differentiation between business units that contribute to integration problems”.

Volkoff et al. (2005) attempt to better define and describe integration, by offering a short definition of integration provided by Lawrence & Lorsch (1967), and expanding upon it. Lawrence & Lorsch suggest that integration is “the quality of the state of collaboration that exists among departments that are required to achieve unity of effort by the demands of the environment”. Volkoff et al. (2005) explain that Lawrence & Lorsch see such efforts at integration as often being impeded by the conflicting orientations or goals of different subunits within a company. Therefore, the goal of integration, according to Volkoff et al. (2005) would be to resolve the conflicts that arise from these differences, “without eliminating the differences themselves”. One way to achieve integration is by “standardizing work and the data that support it”.

Sharif et al. (2005) note that “the multitude of failed ERP implementations and inherent risks involved (McVittie, 2001), has resulted in the emergence of integration approaches such as Enterprise Application Integration (EAI), which seek to integrate information across diverse IS sources (Sharif et al., 2004a)”. They refer to the growing externalisation of ERP processes and the sharing of business processes that seek to better integrate processes such as CRM/B2C with other services such as SCM (Bakht, 2003).

Puschmann & Alt (2005) support the idea of the use of integration approaches for packaged software implementation. They identify the contribution of their work as lying not in creating or delivering any new components, but in showing how these existing components can be combined “in a common architecture”. Their study is the first to consider portals from “an inter-organizational architecture perspective” and to create an
architecture that involves “all three architecture layers, namely presentation, application functionality and data”. At the end of their study, they stress that the integration architecture they discuss could be validated or refined further in future empirical projects.

2.6.6. Selection of Packaged Software

One factor leading to the successful use of computing software within a company is how closely involved the manager or owner is with the development of computing resources within the company. The studies cited by Chau (1995) suggest that “the biggest advantage of purchasing software is that it provides economies of scale, while reducing the risk of implementation” (Chau, 1995, 73). Chau also mentions how previous studies have identified that the main factors that seem to be in the minds of owners and managers when they select software can be “categorized into three main groups: software, vendor, and the opinions of other concerned parties”.

Chau’s major findings were that the owners of small businesses and the managers of small businesses actually used differing standards or held differing views when it came to selecting packaged software for use in their business, and that owners of businesses tended to be much more strategic in their choices. The owners of small businesses took more factors into account when selecting packaged software than did managers of similar small businesses, and the factors that owners thought more important tended to be more technical.

Maiden & Ncube (1998), discuss PORE method “requirements acquisition” for a packaged system. They noted that it is not necessary to have a complete requirement specification from a client before developing a packaged system. Instead, it is only necessary to acquire enough information about requirements that engineers can “discriminate between the candidate products, and then use the selected product as a working prototype for more detailed requirements acquisition”.
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When discussing how to develop such a product, Maiden & Ncube (1998) state that “most methods and tools” used for software engineering “support only systems design and integration” and that there is a lack of methods and tools for requirements acquisition. Maiden & Ncube (1998) therefore propose a method for requirements acquisition. The method they developed is called PORE (procurement-oriented requirements engineering) and it is a “template-based method for requirements acquisition”.

Maiden & Ncube (1998) discuss their PORE model, which “integrates techniques for requirements acquisition and product selection with process guidance for choosing and using each technique”. The model combines knowledge gained from various disciplines, including knowledge engineering techniques, feature analysis techniques, multicriteria decision making techniques (MCDM), and decision rationale techniques. These different techniques and guidelines are combined into a series of three or more templates that assist requirements acquisition, product modelling, and product selection. The first template provides guidance when acquiring the essential customer requirements and product information necessary to select and reject products based on the requirements the customer has mentioned. The second template helps with selecting or rejecting products in accordance with customer requirements during supplier-led demonstrations. The third template aids with acquiring customer requirements and product information in ways that help with selecting or rejecting products after customer exploration of those products.

Maiden & Ncube describe their PORE model as being organised around the issue of ‘compliance’: “this compliance is, in essence, a relationship between a problem and a potential solution to that problem. To do this effectively, the requirements engineer must model not only customer requirements but also each software product”. They further explain their model by stating that it “draws on the techniques of task modelling from human-computer interaction, functional modelling from computer engineering, and architecture modelling from system design to model a software product at these three levels”.
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Maiden & Ncube (1998) argue that “requirements must be as measurable as possible to enable effective product selection” and that engineers should “use software prototypes to aid generation of test cases for product evaluation”.

Muscatello et al. (2003) stress the importance of engaging in reengineering processes prior to selecting an ERP system, basing the selection of the ERP system on the requirements that appear after the reengineering process, and carrying out a thorough “needs assessment” which must cover both software and hardware requirements. Companies should also survey the level of IT skills and knowledge related to ERP within the company prior to implementing an ERP system, so that appropriate education can be supplied, or so a less sophisticated system can be adopted if necessary.

Meanwhile, in another study by Kato et al. (2003) a new method of requirements elicitation termed PAORE (Package Oriented Requirements Elicitation) is demonstrated. Kato et al. (2003) suggest that this method can be used in ERP, CRM, and SCM, and they test the method by applying it to a web-based sales supporting system. Kato et al. (2003) state that their method was developed by observing how experienced analysts elicit and clarify the requirements of their clients. This method has two sub-processes, which are “package selection” and “requirements evolution”.

At the beginning of their study, Kato et al. (2003) state that there is a need to create a method for requirements analysis that can be used successfully even by a software engineer without domain knowledge or without previous software development experience. Their methodology aims mostly at helping software engineers who lack domain knowledge, since they believe that it is only experienced software engineers who are particularly good at eliciting software requirements with regard to the software domain. The PAORE methodology they provide involves the software engineer building up their domain knowledge by “investigating specifications of software packages in advance”, particularly those that seem to meet many of the requirements of the client, and then following this up by eliciting requirements in detail “by both showing the concrete specifications of the selected packages to his customer, and
adding the customer’s specific requirements” which don’t already appear in those specifications.

Kato et al. (2003) suggest that domain knowledge is built up by the software engineer by gathering information about different packages and then comparing the functional features in each package. The specifications of each package can be “systematized as total domain knowledge”. They also mention that within PAORE, software engineers can engage in PSM (Package Solution Mapping). This step consists of creating tables which compare packages by listing lines of packages and then creating columns which correspond to features of the packages. They state that by comparing packages impartially in this way, “we can decrease dogmatic dependence on a specific package” – such dependence can, in any case, get in the way of accurate requirements elicitation. This method allows features to be classified into different levels of abstraction, and allows a software engineer’s experiences with different packages to be combined.

Requirements elicitation using PAORE first involves the analyst making “an initial list of requirements items” which are obtained through some form of requirements elicitation such as an interview. The output of the PAORE process is an evolved version of this list. The analyst will then use the evolved requirements list to create a Software Requirements Specification (SRS). During the whole process, the analyst should also carry out Future Requirements Mapping (FRM). As the process is completed, the initial requirements list will evolve into a more detailed requirements list. Clients can also be helped through the use of Package Solution Mapping which can make it apparent which package has the requirements that the customer wants.

Kato et al. (2003) suggest that “function oriented requirements elicitation is more efficient than other approaches”. However, they also state that the PAORE methodology will only be effective in the case that certain factors in the environment are true. For example, PAORE can only be used on the condition that various packages in the domain have comprehensive user manuals, that there is a domain term dictionary, and that the analysts have some prior experience in requirements analysis. However, one benefit of PAORE is that requirements may be obtained gradually; the customer does
not have to supply a complete requirements list. PAORE also suggests ways of using packages themselves as knowledge sources or as sources for a domain dictionary.

In another study of the selection of packaged software, Damsgaard & Karlsbjerg (2010) offer an historical overview of the trend toward standardisation in the development of software packages: the trend toward software being sold to multiple customers, rather than customers developing or seeking a unique solution for their organisation. In their study, they provide seven guiding principles for selecting the most appropriate software package, with the first principle they mention being the most important: (1) when you buy packaged software you join its network; (2) take a long-term perspective of what software you are buying; (3) when choosing packaged software, there is safety in numbers; (4) organisations should consider the presence of open standards and make choices that will help to preserve the open standards; (5) choose a software package with accessible knowledge; (6) choose a package based on the type of standardisation best suited to the organisation; and (7) organisations should not adopt a “wait and see” approach toward selecting software, but instead actively choose a package sooner rather than later.

The first, most important principle delivered by Damsgaard & Karlsbjerg (2010) is that “when you buy packaged software you join its network”. This means that when you invest in particular software you become part of a virtual community of all of the users who use the software. The community has an assumed common interest in ensuring that the package succeeds and that the package will continue to evolve, as this would protect their own investments as well and ensure that the time they spend training personnel on using the package is not wasted. The extended network for the product includes vendors, people who make compatible software products, and government authorities who might make rulings relating to the package. The best step to take, suggest Damsgaard & Karlsbjerg, is “to choose to participate in the network that is perceived to provide the best long-term benefits”.

The second principle is to take a long-term perspective of what software you are buying. This can be done by imagining how the software or its connectedness to other software
may evolve, or by considering the extent to which the software may be adopted by other users. Organisations must “envision a more complex and connected future, or else they risk implementing tomorrow’s legacy systems”. They repeat the advice offered by Shapiro & Varian’s study (1999) that when choosing packaged software one must look forward, but also suggest a need to look back at the past to consider how that product and its network evolved.

In conclusion, the study by Damsgaard & Karlsbjerg (2010) offers those thinking of buying packaged software a guideline for its selection that goes beyond simply considering factors such as “price and immediate features”. The seven principles they discuss encourage a more “multilateral view of software packages”. One major message they communicate is that although an organisation should select the package that best suits their current situation, they must also consider the ‘network’ for that product and whether other companies’ actions or any future technological advancements may affect the future of that package. The researchers suggest that the principles they provided may be an important reference tool for IT managers and may help them to “ensure that vital aspects of the software package acquisition process have not been left out” (Damsgaard & Karlsbjerg, 2010).

2.7. Packaged Software Implementation in SMEs

Haddara & Zach (2011) review the existing literature that relates to the adoption and running of ERP systems in SMEs. Noting that ERP systems have now been almost universally adopted by large organisations, Haddara & Zach (2011) state that ERP vendors have now begun to turn their attention to small-medium sized organisations (SMEs). While ERP systems may be of benefit to SMEs, “the risks of adopting an ERP system are different for SMEs since SMEs are likely to have limited resources, and have business characteristics that are different from those of large organizations”. Haddara & Zach (2011) shed light on the areas that are lacking in current research into ERP adoption in SMEs, and provide information intended to help “practitioners, suppliers, and SMEs when embarking on ERP projects”. In fact, “SMEs have been recognized as
fundamentally different environments compared to large enterprises” (Welsh & White, 1981), yet at the time of Haddara & Zach’s study, no reviews had been published of literature that deals with ERP implementations within SMEs (Haddara & Zach, 2011).

Haddara & Zach (2011) state that literature shows that there has been a gradual increase of academic interest in ERP usage within SMEs, and that the most frequent methods employed within research articles on this topic are case studies and surveys. They find that the implementation phase was the most discussed phase in the literature on ERP use in SMEs – a finding that accords with the main discussion topics of literature on ERP systems within larger organisations. However, the adoption decision, the acquisition phase, and the use and maintenance phase are also given reasonable degrees of attention within the literature on ERP use in SMEs. The phases for which literature was very scarce or non-existent are ERP evolution and ERP system retirement (Haddara & Zach, 2011). Moreover, Haddara & Zach (2011) state that only two research papers considered “in-house developed systems” to be a feasible option for SMEs, even though “standard ERP packages could compel rigid structures and inflexibility on niche SMEs”. Hence, it is reasonable to assume that the recent literature has paid little attention to RE practices of PS implementation from the perspective of SPSVs.

The literature on implementation issues surveyed by Haddara & Zach (2011) found that “project activities, coordination, and project sponsors (Muscatello et al., 2003), employee behaviour, individual characteristics of ERP project management’s team, and organization culture have a great effect on the success of ERP implementations in SMEs (Chien et al., 2007)”. One study conducted by Newman & Zhao (2008) investigates the importance of business process modelling and business process re-engineering during implementations carried out in SMEs (Haddara & Zach, 2011). The conclusion of Newman & Zhao’s (2008) study is that “in some cases, ERP systems should be customized to fit with niche SMEs and not vice versa, as they might lose their competitive advantage by complying with standard ERP processes”.

At the end of Haddara & Zach’s (2011) discussions of the literature they reviewed, they make some further comments about the literature and suggest further avenues for study.
First, they suggest that although they found and reviewed 77 articles, this was still a very small number of articles to be published on the topic within 10 years, given the growing importance of ERP systems in relation to SMEs. They believe that “SMEs did not receive appropriate attention in comparison with ERP in LEs”. They also identify specific gaps in the literature. These include a lack of studies that look at “ex-ante cost estimation, financial feasibility, and investment evaluation studies of ERP projects”, lack of comparison between “SME’s-specific ERP and general ERP systems” or between “industry-specific ERP packages vs. general ERP ones”. Haddara & Zach (2011) find that very few studies had been made relating to the evolution of ERP systems within SMEs, and no studies had considered the retirement phase of an ERP system in relation to SMEs. Lastly, Haddara & Zach (2011) state that while they did find 77 articles relating to ERP systems within SMEs, most of the SMEs were involved with traditional manufacturing, and it could be beneficial to obtain results pertaining to different types of industries, or if studies relating to ERP system use within SMEs were more explicit about exactly what kinds of manufacturing or industry the SME was involved with. They also note that “some articles examined of ERP implementation in SMEs, however, the differences of ERP implementation methodologies and their impact on ERP projects had scant attention”.

They note that most of the studies conducted have considered companies located in America, Australia, Europe, and Asia. There was a shortage of studies investigating SMEs in Africa or in the Middle East. In general, existing literature have adopted a one-sided perspective in terms of data collection. They have focused on the customer’s side, whereas other perspectives could enhance the understanding of certain phenomena.

2.7.1. Critical Success Factors for Packaged Software Implementation in SMSs

Like some other researchers in this area, Snider et al. (2009) identify SMEs as facing specific challenges when adopting ERP packages. For example, SMEs may often lack adequate human and financial resources to support such initiatives (McAdam, 2002). Despite this, the rate of ERP adoption at SMEs has been catching up with ERP adoption in large companies.
In their literature review, Snider et al. (2009) briefly discuss the framework provided by Loh & Koh (2004) in their study of CSFs mentioned in previous literature on ERP implementation. Loh & Koh’s study divides the applicability of CSFs into three phases of ERP implementation: “preparation, analysis and design”, “implementation”, and “maintenance”. Snider et al. (2009) note that their study builds on the review by Loh & Koh but updates it by considering a few more studies conducted after the year 2000.

Snider et al. (2009) go into further detail about the financial and organisational issues that might create particular difficulties for SMEs wishing to implement ERP software. These include a lack of financial resources for engaging consultants, a lack of staff who are equipped to carry out projects or who are experienced in IT (or even a lack of staff in general), and a lack of financial resources for any extra training that may be needed. Snider et al. (2009) also note that past literature on the topic has found that SMEs often lack long-term planning but that their small management teams may result in efficient decision making (McAdam, 2002). Snider et al. (2009) follow this by briefly mentioning the call in previous studies for investigations into ERP implementation in SMEs. For example, Huin (2004) argued that unless studies were made into the differences between large organisations and SMEs, managing ERP projects would continue to be slow, difficult, and potentially unfruitful for SMEs.

Snider et al. (2009) explain that in the context of their study, the level of success of an ERP implementation relates to “the extent that potential benefits were achieved (Davenport, 1998)”, “the costs associated with achieving those benefits, and the duration since going live (Markus et al, 2000a)”. Their study identifies various critical success factors for ERP implementation in SMEs through the use of a case study of five companies. The first critical success factor discussed is “operational process discipline”. They asked the five companies studied “about documentation and consistency in executing operational processes (i.e. information flows) prior to the implementation. Companies having greater consistency prior to implementation appeared to achieve more successful implementations regardless of the level of documentation. The two unsuccessful cases had good documentation, but low discipline in adhering to standards
Those two companies appeared to have difficulty adhering to processes that were newly developed by the ERP system. Snider et al. (2009) state that “having inconsistent operational processes conflicts with the procedural rigidity of ERPs” and suggest that some companies may need to carry out process benchmarking and improvements “prior to enforcing standardized procedures brought in by ERP”. While SMEs often have a fairly informal kind of environment, the introduction of ERP may make it necessary to have greater operational process discipline.

Snider et al. (2009) also find that the companies who have smaller implementation teams have the more successful implementations. They posit that the large implementation teams studied seemed to have adopted a stance of being isolated from other employees in their company. They did not seek the input of other employees, seeing themselves as the experts selected for the implementation. The smaller teams instead sought user assistance regularly. Larger teams also had more difficulty with reaching a consensus, and each large team also had at least one unreliable member that did not complete tasks. The larger teams also appeared to be more difficult for the team leader to manage or for external consultants to work with.

“Project management capabilities” are also identified by Snider et al. (2009) as a critical success factor for ERP implementation in SMEs. This kind of project management involves “documentation and leadership” related to planning and managing tasks and meeting deadlines. Snider et al. find that the success of implementations often appears to be directly connected to who the project manager is. Those companies who had external consultants in charge of the implementation actually tended to have more success than those whose project leader was from inside the company – probably because the external consultants had more project management experience. Extensive project documentation, setting target dates and holding frequent meetings about the project all appeared to be beneficial components of project management.

“External end-user training” is also identified as a CSF by Snider et al. (2009) and is divided into “training” (“software specific instruction”) and “education” (“general skill upgrading”). Within the five companies studied, the success of the end-user training
appeared to be linked to whether training was provided by an external consultant or by an internal company employee. The more successful implementations involved using an external consultant for training. In one company that asked their own employees to conduct the training, it was discovered that the training materials created were not detailed enough and that employees from various departments obtained highly varying degrees of training in terms of the hours provided. Snider et al. (2009) therefore suggest that externally-provided training might particularly benefit SMEs.

“Management support” is also identified by Snider et al. (2009) as a major CSF for PSI, consisting of both financial support for a project (including readiness to hire the right suitable consultants) and “encouraging staff toward the implementation” by acting as a project champion. Management support throughout an ERP implementation might be even more important for SMEs than for large companies, because of the close-knit nature of SMEs.

Choosing a “qualified consultant” is also identified by Snider et al. (2009) as a CSF. They suggest that the assessment of a consultant’s quality may be linked to their “business understanding, software knowledge, and soft skills”. Consultants should be knowledgeable about the whole software package, not merely about one module of it. One company studied (Company 4) hired a consultant that was disliked by the employees. The employees therefore avoided speaking with the consultant and tried to solve issues on their own, an approach that was not ideal. Snider et al’s conclusions about what qualities make a good consultant support the findings of Bingi et al. (1999).

Snider et al. (2009) found that four of the five companies they studied chose to modify their ERP software after installation – this despite the frequent recommendation in literature that finding a “proper fit between processes and software” is critical for ERP success. The companies that made these modifications did face some challenges when it came to using and understanding the software after modifications were made. However, making such modifications did not necessarily lead to project failure: two of the companies that modified their software had successful implementations, and two unsuccessful.
They also found that it was not necessarily a deterrent to implementation success if an SME did not have or did not communicate a formal business strategy to its implementation team. In “two of the three successful cases the business strategy was not formalized or communicated to the team”. It appeared that all of these companies were actually making short-term plans in response to current business requirements or expected business growth. However, two of the companies acting in this way still derived significant benefits from their implementations.

In conclusion, Snider et al. (2009) emphasise that ERP implementation in SMEs appears to have six main CSFs: “operational process discipline”, “small project team”, “project management capabilities”, “external end-user training”, “management support”, and “qualified consultant”, and that those companies that manage these factors effectively will have a higher chance of implementation success. They state that their findings about modifications creating some technical challenges for the companies “point to the need for implementations to ensure that both technical and business expertise is integrated during software testing”. While they agree with previous studies that project management and end-user training could be considered CSFs for ERP implementation in SMEs, they extend these findings by stating that project management and end-user training is best performed by an external consultant.

2.7.2. PS Customisation in SMEs

Zach & Monkvold (2012) investigate the reasons behind and context for customisation of ERP systems in medium-sized enterprises (SMEs). They carry out case studies of four ERP implementations and instances of customisation in four companies in the Czech Republic. Zach & Monkvold’s paper adds to the scarce literature on customisation practices in SMEs and features an approach by which the authors consider the contexts influencing customisations prior to “going live” and after “going live” (at two different phases of the ERP life-cycle). The main focus of their study is on “distinguishing influential factors of the SME context”.
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Zach & Monkvold (2012) note that “the ERP literature includes a number of studies exploring the issue of ERP system customisation” and that many such studies advocate that ERP systems should be implemented with minimal customisation. Despite this, a number of studies have considered why customisations occur. Most of these studies, however, relate to large-scale enterprises. Zach & Monkvold explain that ERP vendors are now turning toward selling ERP systems to medium-sized companies, having developed many midrange and less complex ERP systems. However, companies of this size have their own specific problems with ERP implementations, and ERP system implementation remains a challenge for many SMEs (Malhotra & Temponi, 2010; Olson & Staley, 2012). The limited research into ERP implementation in SMEs shows a tendency for SMEs to favour customisation rather than adapting the company’s business practices (Quiescenti et al., 2006). Zach & Monkvold (2012) therefore state that the core question behind their own research is “why do SMEs seem to favour ERP system customisation?”

Past studies into the phenomena of ERP implementation in SMEs therefore establish the importance of conducting separate research into implementation within the SME context. SMEs are fundamentally different from large enterprises in several aspects and studies of ERP implementation frequently argue that findings from large companies cannot be applied to SMEs (Buonanno et al., 2005; Laukkanen et al., 2007; Mabert et al., 2003). SMEs differ from larger companies in terms of their ownership structure, market orientation, and level of resources that can be applied to IT; they may also have fewer employees with a high level of IT expertise (Zach & Monkvold, 2012). Such differences are likely to influence the factors behind their choices to customize ERP systems.

Zach & Monkvold (2012) discuss previous literature’s findings about the main reasons for customisation. While a functional misfit between the functionality offered by an ERP system and the business needs of the organisation is the most cited reason, Zach & Monkvold (2012) notice that studies by Light (2005) and by Rothenberger & Srite (2009) provide further reasons, which generally revolve around the organisation’s
business culture, resistance to change, lack of knowledge about a product, or fear of personal disadvantage resulting from the change. Meanwhile, some implementation teams may also be perhaps overly willing to accommodate requests for customisations.

Again, however, these studies by Light (2005) and by Rothenberger & Srite (2009) actually relate to implementations in large organisations. The literature pertaining specifically to ERP implementations in SMEs stress the importance that SMEs place on system flexibility. The high level of customisation carried out by SMEs is linked, within this literature, to this desire for flexibility (Zach & Monkvold, 2012). Medium-sized businesses appear particularly determined to maintain their “unique business processes”. Adaptability and flexibility is deemed so important that Olsen & Saetre (2007a, b) “proposed that in-house development of ERP is the best alternative for many SMEs”.

Zach & Monkvold (2012) identify the main reasons behind the customisations carried out by the four organisations, dividing the reasons into those related to the pre-“going live” time and post-“going live”, although some of the reasons involved are relevant to both of these phases. In their discussion of the “prior to ‘going live’” phase, they identify “resistance to change” as the primary reason behind customisations. All of the organisations studied had decided that they preferred to make the ERP system suit their organisation than for them to change their organisation’s processes to suit the ERP system. However, on further consideration, Zach & Monkvold realised that the real reason behind this resistance was a wish to preserve “unique business processes”. Each company had idiosyncratic business processes and considered those processes to be essential to the future functioning of their company. Another reason for some of the customisations was “functional misfit”. Again, however, these misfits between what the ERP system offered and how the company actually ran occurred largely because of these idiosyncratic business processes that the company wished to protect. In fact, all of the organisations studied had functional misfits with the pricing mechanisms offered by their ERP system because they had their own special pricing policies.
The ownership type of a company may also be a factor influencing customisation (Light, 2005). For example, Zach & Monkvold (2012) found that in SMEs (1) the decision to implement an ERP system tended to be made by only one or two people, who asserted considerable personal control over the direction of the organisation, and (2) in these medium-sized organisations, the decisions to implement ERP systems were generally motivated only by a wish to replace unsatisfactory legacy systems, not to change any of the organisation’s processes. The implementations were therefore driven only by technical considerations and not by any long-term strategic motivation.

After the “going-live” date, Zach & Monkvold discovered that the reasons behind customisations changed. Some of the customisations at this stage were prompted by the growth of the organisations and the dynamic nature of their business activities. However, this did not mean that the organisations were changing their business processes to change the ERP systems, rather that they began adding further functionalities to the ERP systems. The stage of growth the organisations were going through therefore affected which customisations they made after implementation. In some cases, the organisation realized that their ERP system was not particularly mature, so they wished for further functionality. Zach & Monkvold (2012) therefore argue that “the maturity level of the selected ERP systems required a high level of customisation”.

Since SMEs generally thrive because they have successfully done something unique within a niche market, they may seek to protect that competitive advantage by avoiding any standardisation encouraged by an ERP system. Thus, they prefer to make customisations. This idea corroborates the findings of previous studies (Bernroider & Koch, 2001; Quiescenti et al., 2006; Snider et al., 2009). However, Zach & Monkvold (2012) note the level of influence held by the owner or CEO (often the same person) within SMEs, something which is a new finding. If the CEO or owner of a company resists change and instead desires customisation, this is difficult to oppose. Another new finding by Zach & Monkvold (2012) is that customisations are more likely within SMEs because their ERP implementations are more likely to be driven only by technical concerns, not by strategic ones. They note that while previous studies, such as those by
Robey et al. (2002) and Rothenberger & Srite (2009) had found that those large companies who are resistant to change are more likely to engage in customisations, “this lack of strategic motivation is more frequent in SMEs”. The limited knowledge of IT or limited experience with ERP systems within SMEs might lead to increased customisation levels, while the continually growing nature of some SMEs is another factor behind customisation. Meanwhile, the maturity level of the ERP system is another factor behind customisation. The domestic ERP systems selected by the four organisations studied were less sophisticated than a standard SAP system. The organisations therefore would have found that the ERP systems selected did not offer all of the functionality they required, so they later added the functionalities needed via customisation therefore, that there is a need to understand the process that SPSVs apply in order to identify misfits between the PS functionalities and SMSs’ business process.

2.8. Summary

The development of an information system involves knowing what to create and how to create it. Understanding what an information system needs to do demands that analysts determine clients’ business requirements.

Packaged software is often developed in several consecutive releases and there is great competition within the packaged software industry and between different packages. This is one of the elements specific to packaged software, and contributes part of the reason why the characteristics of packaged software Requirement Engineering (RE) differ a great deal from the characteristics of bespoke RE. With packaged software, there is no distinct and defined set of users. Instead, there are potential users, an imagined group of people who may fit the profile of the intended product user. Eliciting requirements from this group of users and customers is one of the activities that distinguish packaged software RE from bespoke RE. The elicitation of such requirements is mainly managed through marketing, technical support, user groups and trade publication reviewers. Therefore, it seems reasonable to assume that not all packaged software will be suitable for clients’ business requirements and that conflict
will occur between the functionalities provided by packaged software and the business requirements of clients, once software companies implement packaged software.

Implementing packaged software can be a major project requiring a significant level of resources, commitment and changes throughout the implementing organisation. Often the implementation of PS is the single biggest project that an organisation has ever launched. The stakes are raised when one considers that in the past, some cases of failed implementations have led to the demise of various companies. Issues surrounding the implementation process for packaged software have been among the enduring concerns in industry. Studies of PS implementation at SMEs therefore demonstrate that the particular context of SMEs certainly has an effect on the level and type of misfits between the PS functionalities and customisations carried out. I suggest, therefore, that there is a need to understand the process that SPSVs apply in order to identify misfits between the PS functionalities and SMEs’ business process.

In order to better understand the implementation process for packaged software, it would be beneficial to study the phenomena of RE for packaged software implementation (referred to as PSIRE in this thesis), and in particular, to observe PSIRE in practice. The remaining chapters of this thesis therefore provide details relating to my ethnographic study of PSIRE as practiced by analysts in small software development companies (SPSVs), outlining my research approach, providing the results of the research, and discussing the results. In order to study PSIRE in practice, I conducted field work in which, following an ethnographic methodology, I observed analysts at 2 SPSVs located in Jordan. The study and my interpretation of the data collected follows a qualitative research approach. The data obtained was collected by means of participant observation, unstructured interviews, informal interviews, and focus groups. In Chapter 3 I provide detailed discussion of the research approach, research methodology, ethnographic setting, the participants in the study, and the data collection methods used.
Chapter 3 Research Approach

3.1. Introduction

The purpose of the present study is to understand the phenomenon of packaged software implementation requirements engineering (PSIRE). Many researchers in the field of software engineering and information systems suggest that the best way to understand the phenomenon “packaged software implementation requirements engineering” practices is to observe and interpret the experiences of the participants involved in the process. Two groups of participants in information system projects are analysts and users. These analysts and users may possibly understand and agree among themselves upon the requirements of a system. This study focuses particularly on analysts’ perspectives regarding the requirements engineering practices they follow as a part of PSIRE.

This research is organised along the lines of the structure used by Myers & Avison (2002). Such a structure provides a systematic way of describing and defining the research approach. The structure is as follows: Section 3.2 gives a general overview of the research from a philosophical point of view; Section 3.3 discusses the research method; Sections 3.4 to 3.10 give an overview of which data collection methods were used during this research and how they were applied; Section 3.11 provides a description of various modes of analysing and interpreting the data used within this research.

3.2. Research Philosophy

The major research question I ask and explore within this thesis is “How is requirements engineering in packaged software implementation contexts enacted at SPSVs?” This question could be answered by observing the actions of members of an analysts’ team as they conduct PSIRE. This is a major aspect of the research phenomena is that requirements engineering are an essential set of activities for gathering users’ needs. An interpretive philosophy is a highly appropriate approach to use here, as it can
allow the researcher to capture the views of the participants, and can assist with understanding the phenomenon of packaged software implementation requirements engineering (Trauth, 2001). My research approach can be categorised as interpretive research with the goal of empirical investigation of PSIRE (Klein & Myers, 2001).

When choosing a particular research philosophy, certain assumptions and perspectives are accepted, and certain strategies and interpretations should be involved. Revealing
what is hidden behind the “facts” shared by the stakeholders in RE can be done by applying an interpretive approach to their interaction process. This creates a more in-depth look at the context of the interaction. An interpretive approach also reveals what participants shared, and how, when and why sharing was done in a particular way (Myers, 1999). For the purposes of this study, I decided that utilising an interpretive philosophy to investigate the data acquired would be the most suitable approach. I realised that the interpretive philosophy would be able to generate new understandings of the complex phenomena that influence PSIRE. Figure 3.2-1 presents an overview of the research approach.

3.3. Design of the Study

A research methodology is a strategy of inquiry which includes research design and data collection (Myers & Avison, 2002). The choice of research methodology influences the way a researcher collects data. Specific research methods also imply different skills, assumptions and research practices. Some research methods in the information system area include action research, case study, grounded theory, and ethnographic research (Myers & Avison, 2002).

Action research brings refinement or new facts to already existing evidence from previous studies, through the collaboration of the researcher and the participants (Collis & Hussey, 2009). Due to the nature of my research that focused on observing events in natural settings, and which had an absence of collaborative intervention, the action research method was not chosen for the study.

The case study is a research strategy which focuses on understanding the research hypothesis and theory. It aims to provide description, to test theory, or to generate theory. Typically the sources for data collection are archives, interviews, questionnaires, and observations (Eisenhardt, 1989). Considering this research method, the researcher should have a preliminary hypothesis or theory to test, contextualised in specific time and space frames (Yin, 2008, p. 27). Since the particular study I discuss here lacked a theoretical framework (Yin, 2008, p. 28), research boundaries (Collis & Hussey, 2009,
p. 70), and the context of a particular phenomenon, since these were factors which would make the understanding of users’ requirements problematic, the case study method was removed from the list of potential research methods. However, the evolution of this study might lead to the development of such factors.

Grounded theory is a qualitative research approach that was originally developed by Glaser and Strauss in the 1960s. It is defined as “a research method that seeks to develop theory that is grounded in data systematically gathered and analysed” (Myers & Avison, 2002, p.9). According to Urquhart (2001), grounded theory formulates clear features of a topic and provides a foundation for the conceptual idea based on the organisational context. The goal of grounded theory is to find relevant evidence that would be precise, thorough, and capable of replication, which would lead to its consistency with empirical observations (Eisenhardt, 1989; Orlikowski, 1993). The grounded theory method was not chosen for the study because the main concern of this study is to understand the phenomena of PSIRE from the viewpoint of analysts within the field, and to understand how analysts actually practice PSIRE. It was decided that grounded theory would not be the most suitable method for this study since grounded theory generally relies very heavily on the collection of data through interviews. My aim, however, was not merely to collect information about what analysts said they do as part of PSIRE, but to witness what they actually do in the field. I felt that by observing what the analysts actually do in the field and to what degree it matches with what they say about PSIRE, I would obtain further context for my study and a richer range of data. For this reason, I chose to follow an ethnographic research method.

Ethnography is a research method well acknowledged and widely used in sociology. The main purpose of ethnographic research is to describe people collectively, drawing attention to social and communal ways of life and to behaviour and customs (Myers, 1999). It is an appropriate method for studying social interactions, behaviours, beliefs, and perceptions that occur within groups and organisations but are not yet clearly understood. Information about the social life of a group can be studied through an ethnographer’s immersion into the life of people from that organisation (Hammersley &
Atkinson 1995). The central aim of ethnographic research is to provide insights into people’s views and actions by collecting information through interviews and observations. This research method can incorporate multiple perspectives into the research phenomenon (Holzblatt & Beyer, 1993). Therefore, ethnographic research was chosen as the most suitable research method for this study.

At its core, the ethnographic approach relies not only on observation of social actions and interactions in natural settings (“fieldwork”), but largely on close-up experience and the participation of the observer in the personalised settings of an organisation or community. Such research requires long-term participation in order to obtain a portrait of the group under study. The “unstructured data” that is collected (data that is not coded at the time of data collection) allows the researcher to carry out inductive research, rather than test hypotheses. Researchers who use ethnographic methods must pay careful attention to the process of field research in order to identify patterns from observations and interviews. At the end of the research, the researcher will have a wide range of qualitative and quantitative data obtained through learning and testing different problems from different perspectives. Hypotheses can then be made from these different sets of data. The collected data can be compiled in charts, tables, and graphs, but the ethnographic report is always presented in narrative form, with an introduction, setting of the scene, analysis and the conclusion.

Due to its naturalism, lack of time and space constraints, and bottom-up nature, an ethnographic approach was chosen as the most appropriate method for the current study. Although ethnographic research has its roots in anthropology and social studies, it is also well accepted in IS, as long as it brings new contributions to the understanding of phenomena in IS (Harvey & Myers, 1995; Myers, 1999).

According to Myers (1999) using the ethnographic method puts the researcher in a culturally challenging situation because he/she has to have direct interaction with the participants being observed, in a certain and sometimes unfamiliar environment. Fortunately, I was provided with the opportunity to conduct my study in my own country where I am well aware of the life-style, the language, and the culture. Being
familiar with the culture, however, did not mean that I was not intruding in an orderly organisation in which people would have their own perspectives and assumptions. The choice of how to conduct field work is the first step towards understanding the way an organisation works, and their perspective on how and why it functions a certain way (Harvey & Myers, 1995; Myers, 1999). Field work methods gave me a chance to observe participants in natural settings and to find out the views of the participants in the domain observed. The participants were also invited to comment on the conclusions and interpretations of the data (Chapter 4 & 6), which contributed further to the clarification of my understanding of the phenomena under study.

In summary, ethnographic research has the potential to provide great depth for any researcher that wishes to understand a phenomenon in reality. Not only does it demonstrate and describe various people’s actions, it can also have a comparative aspect, indicating whether what participants say about their aims and approaches matches with what they do (Myers, 1999). By comparing what people say and what people do, and by observing how people practice what they say they do, a researcher can clarify understanding of a particular phenomenon or practice. The researcher can reach an in-depth understanding of the group under study and the broader context in which the study took place through gaining an intimate familiarity with the everyday life of the participants. The research also provides an insight into what we take for granted and makes the researcher note the specificities of the process within the group under study.

3.3.1. Getting Access to a Setting for Field Work

One major challenge associated with ethnography is getting access to a field work setting that can accommodate the researcher for a sufficiently lengthy period, in this case several months. The following section will explain the attempts I made to gain access to opportunities to conduct field work. I would like to share my personal experience of getting access to field work settings during my study, as this might be useful for other researchers who should be aware of the challenges that I faced.
Starting in New Zealand in December 2010 I applied for ethical approval for my research method and data collection approach. In the same month my application was accepted by the AUT Ethics Committee, which gave me a chance to start looking for participants for my study. I started by sending emails and calling software development companies in New Zealand to explain my research idea. Eventually I received some responses from these companies, with the condition that I would interview the analysts rather than participate in the field work.

After accepting the companies’ offers to interview analysts, I interviewed 8 analysts at three different companies. Staying in New Zealand in 2011 and struggling to find field work research opportunities pushed me to start thinking “outside the box” in order to find participants that could help in the research. Therefore, I discussed with my supervisors the possibility of using undergraduate students in a final project paper at Auckland University of Technology where the students who enrolled were supposed to develop software that met the clients’ needs. In this case, interaction would occur between students who would be acting as analysts with the client giving software requirements to them. The plan was to apply for ethical approval to be accepted and start finding students who would accept to be part of this research from December 2011. However, the timeframe involved with my waiting to be accepted to use students as participants would last for at least 6 months, and it would take some time to find suitable projects that would fit with my research. While waiting for the approval to use Auckland University of Technology students as participants my supervisors and I discussed the possibility of my finding participants in home country Jordan. Since it had proved difficult to find suitable participants in New Zealand, the agreement with the supervisors was that data could be collected from overseas companies as well, since it would not go against the research phenomena.

In November 2011, I decided to go to Jordan for a few months to search for participants from software development companies. Being from the same cultural and linguistic background aided my search for participants for my research.
After I arrived in Jordan in late November 2011, I started looking for participants by sending emails, calling, and holding personal meetings with company managers. I conducted 4 interviews in the first month but I believed that I needed companies to allow me to be in the field, in order to obtain a better understanding of the phenomena under investigation.

I met the general manager of Organisation 1, a company that develops business software solutions, and explained to him the research idea and the expected results from the research. The manager showed strong interest in the idea and discussed some concepts and possible ways to use the results for his own company in order to improve the PSI process. The manager suggested I make a presentation about the research idea for analysts in order to give the employees a clear vision of the research area and objectives, so the employees could make the decision whether to be part of the research or not, without the manager forcing their participation.

I had prepared a presentation about the research idea. The presentation took place in one of the company’s meeting rooms. I explained the research idea and the anticipated results to the analysts and pinpointed how these results might benefit their own skills and performance. The participants’ information sheet (Appendix A) was provided during the presentation, and the employees were given two weeks to think about whether to accept or reject participating in my research. After ten days, I received a call from the company advising me that I was accepted to participate in the field work for my research.

The other company that agreed to participate in my research is Organisation 2. During my search for participants I met one of my colleagues who had studied with me during my undergraduate degree and I explained to him my research idea. He expressed his interest in helping me find participants. He made a call to Organisation 2’s software manager and arranged a meeting with him. I met with the software manager and explained to him the research idea and he asked me to present it to the general manager and the rest of the software department team members. Following the same procedure as
I adopted with Organisation 1, two weeks were given to the company to decide whether to accept my invitation (they did accept my invitation; see Appendix A).

3.3.2. An Ethnographic Setting

In this section I present one of the two cases I conducted in an ethnographic setting. The case discussed here is the case of Organisation 1. This life experience is truly the best thing I have done to date. Although at the beginning I did feel a bit bored and excluded, with time I gained the trust of the companies’ employees, made new friends, and was soon involved in the company life, which made me feel like part of the organisation. This experience gave me access not only to the lives of the companies’ employees within the office walls but also made me involved in the analysts’ lives outside the work environment. In Amman city during winter time, although the temperature outside was close to zero with strong winds and snow, I felt warm and accepted by the two companies.

Figure 3.3.2-1 winter in Amman
My ultimate goal for the research project was to gain insight into the organisations and to observe, be part of, and describe the daily practice of the software analysts in the companies. I wanted to immerse myself into the companies’ lives in order to be able to show what is happening behind the walls of the packaged software producers.

In people’s daily lives for an extended period of time, watching what happens, listening to what is said, asking questions - in fact, collecting whatever data are available to throw light on the issues that are the focus of the research.
[Hammersley & Atkinson 1995, P1]

To retain the true atmosphere of the setting and show the spirit of the interviewees, the data, which includes interviews, emails, as well as field notes, was not corrected for grammar and the like. The original raw data expresses the way the participants were talking. Only orthographic errors were corrected in this work. Since most analysts had English as their second or third language, their quotes presented in this work show the
way non-native English speakers express themselves in English. The errors that can be found in my notes show the speed in which the data collection took place. Although most of the interviews and meetings were in English, some of the interviews were, however, in Arabic, and some of my notes were originally in Arabic. These interviews and notes, however, were translated into English later on, during the data analysis stage. This was done through an official translator in New Zealand (see Appendix F). All this kept the spirit of the organisations’ work and the employees’ perspectives on their work activities intact and revealed situations that happened in these specific settings.

3.3.3. Arriving at the Companies

Although I am originally from Jordan, I have been away from the country since 2006. Moreover, all my life I was living 80 kilometres away from the capital city, so for me Amman was like any other foreign town. I found it hard to orientate myself without a map and sometimes looked like a tourist, asking strangers for directions. Luckily, I have a brother who relocated with his family and is running his own business in Amman, so he was a good guide for me around the city and its suburbs. On the day when I first went to Organisation 1, my brother guided me towards a big multi-level office building in an industrial area situated within walking distance from the city centre. We arrived at the office building around 8.30am. It was a cold cloudy morning but I had to stay outside for about half an hour since I arrived a bit early and had an appointment only at 9am. When the glass door closed behind me I found myself in a warm huge reception area, where I asked the receptionist to inform the manager that I had arrived. I had to wait at the reception for a while before the manager was ready to meet me. While seated and waiting I looked around the reception area and noticed that there were five computer desks with women behind them, apparently doing administrative work. After what seemed like an eternity to me, a man came out to meet me. It was the manager, who welcomed me with a handshake and summoned me to a meeting room. He explained to me that, as a researcher, I could attend meeting sessions with the team leaders. The manager agreed that I could start right away, and, after our short conversation was over, he led me into an office with a desk in the centre.
Everything seemed to be very different from what I had become used to seeing in New Zealand. First of all, I realised that the dress code in the company was very different from what I had become used to wearing in New Zealand. The passion for smart clothes that I had had when living in Jordan had changed to my liking jeans and casual clothes. Here I realise that unlike me, everyone in the company was dressed up in business suits and ties, looking very smart. After spending an hour in my new office, a man appeared at my door, introducing himself as one of the analysts’ team leaders and inviting me for a tour around the entire office. On the way around the office, I was introduced to several other team members (6 members) and was told how and where to find them in the office for any further communication.

When I went back to my office after the quick introduction to other team members, I intentionally left my office door open. With my desk in the centre of the room facing towards the open door, I could see everything that was going on outside my office door. My intention in doing this was to be able to casually make eye contact with passers-by, and to cast an occasional smile. People were passing by to grab drinks, go to the bathroom, and coming and going to and from their small offices. My friendly appearance made some of them initiate casual chats with me about my position in the company and other information related to my appearance there. This quickly allowed me to be known by other people in the organisation. It also enabled me to find out a bit more about other members of the company and whether I would be working alongside them or not.
As you can see in Figures 3.3.3-2 & 3.3.4-1, the company had a formal dress code. This, of course, made me change back to wearing suits every day in order to show solidarity with them and become one of the company members. Since suits were the company’s dress code, no one was wearing jeans and a casual shirt. When I brought up the question of dress code with my manager, he explained that the formal dress code allowed the company employees to show their professionalism as well as express the company’s style of work. I was not really surprised about the dress code, to be honest, because I knew that software companies in Jordan are known for their formality, but with time I must have forgotten this, and therefore attended work in jeans and a shirt on my first day. It was a good reminder for me as I was to go through a similar experience when meeting the manager in the second software development company where I had been accepted to do research.
When I arrived at the second organisation I was dressed up smartly, wearing a suit and a tie. To my understanding, this made a different impression on the manager. I believe this also made it easier for me to be accepted by other employees. Since I was not looking different than them, I blended into the environment, as though I were one of them.

3.3.4. The Atmosphere at the Companies

I found the atmosphere among the employees very friendly and generous in both organisations. People casually helped each other with work-related issues as well as with other situations happening in people’s private lives outside the office walls. Even if a difficult situation happened at the last minute, they would help their colleagues, for example, with taking analysts to the clients, or, like in my case, helping me find a new apartment and even relocating and moving in.
When I expressed my surprise about the employees’ relationships to one of the team leaders at organisation one, I was advised that “...most people in the company are friends and so, everybody knows each other for at least three or more years, and some even are family members”. Secondly, I was told that software is an artefact built by many, and “...if people do not work together, don’t follow the same goals, don’t comply with the company’s mission, the software cannot evolve”.

3.3.5. Introducing People

Ethnography is all about people. All the people I met during my work experiences in Jordan, each member of the organisations, were important to my study in one way or another. They all provided me with insights about the work process and shaped my point of view. The employees of the organisations were not my informants, but rather individuals and colleagues who allowed me to become part of their lives, and some of them became good friends with me.
There were nine team leaders in the two companies that I was fortunate enough to work with. All of them were helpful and let me participate and observe their discussions with other team members. These discussions were generally on topics such as providing an introduction to a new project, or involved some crucial changes within the project, or related to the employees in the company in various ways. Apart from attending these meetings, I also managed to conduct a number of formal interviews with some team members and team leaders (see interview section).

3.3.6. Participating in Other Peoples’ Lives is Not without Challenges

My impressions of these company environments and about their people is the result of close interaction with the people both during their business hours and their private lives. During this research experience, I spent about fifty hours per week in the companies. Most of my evenings were spent out with the company workers. It is normal in Jordan for colleagues to go out to socialise after work and spend some time relaxing together. As I have mentioned above, most of the colleagues were friends or relatives anyway, and they liked discussing their family matters over a cup of coffee after work. After being accepted as part of the organisation, I was invited to spend evenings out together with other colleagues, and later was invited to attend two wedding parties and play soccer games, which were a weekly activity. Enlarging the circle of trust I had among my colleagues allowed me to see many things that I would not have noticed otherwise. I was accepted by others and I felt like ‘one of them’. It also gave this study its depth and strength. Being so close to many of my colleagues allowed me to learn about their lives in more detail, experience their dilemmas, frustrations, routines, and share happy moments. I felt like a close friend or a family member in that working environment.

Even though the close and friendly relationship I eventually had with the staff provided rich data for this research, the situation I found myself in did not come without challenges. Right at the very beginning of my presence in the companies there was a short period of time when I found myself a stranger in each company. First of all I was overwhelmed by all the new faces and activities happening every day. I found myself exhausted at the end of each working day because I was focusing so much on each
detail, being afraid of missing something, and worried about embarrassing myself by asking extra questions. Once I was more involved in the everyday life of the companies and more aware of their usual business process, I was not afraid to miss out on anything or to ask any questions. Also, as relationships were established with the other staff members my work environment became easier for me.

The challenges did not end, though, with my establishing good relationships with the other company members. During the later stages of my research, I found myself in a situation where my role in the company shifted. Since I was conducting a thorough investigation of the business process in the organisations, people started seeing me in a new light. My status as a researcher changed to being an ‘expert and a messenger’. When I originally arrived at these organisations, I had the intention of completing my research, collecting some data, and staying in the background as an observer, especially as I had arrangements with the managers that I was to conduct research without interrupting the companies’ life or initiating any changes. All of my colleagues soon came to know that I was a PhD student. Over time, however, since the companies’
environment made it possible and since I wanted to investigate deeper into the companies’ lives, I became friendly with my colleagues and learnt more things about their personal lives. Since I was open to any communication and I conducted interviews on a regular basis, people started asking more questions about my past and about my present role in the company. To remain impartial and in order not to undermine my research findings or, even worse, change the company members’ points of view about specific information I was interested in, I tried not to reveal the main focus points of my research. However, in due course, people started noticing that I had direct communication with both managers and analysts on a daily basis. This gave them the idea that I might act as a mediator for any issues that they would otherwise be afraid to voice themselves. Staff members started seeing me as an expert who knew both sides of the coin: the management and the analysis. So, for the analysts, I became a mediator who was able to bridge hierarchies and communicate issues they were facing, in order to try to ask for some managerial changes. For the management staff, I became an ‘external consultant’ who could observe and advise on what was happening in the analysts’ working environment and report the level of acceptance of any managerial changes implemented.

This shift in my role developed gradually and it was too late for me to reverse the changes when I realised what was happening. When I understood my new ‘position’ I did not feel very comfortable. My intention had been to stay in the background throughout my research project, collecting data, and do my internship tasks as initially discussed with the managers. Never did I imagine finding myself doing ‘action research’, consulting, or negotiation work.

I realised that both analysts and managers were asking me an increasing number of questions related to the everyday process in the organisations. Although I tried to help the staff members out with their internal issues, I never forgot the primary purpose behind my coming into the organisations. With the sudden new workload that was ‘assigned’ to me, it became hard to balance my own responsibilities and the ‘new role’ tasks. But cutting down on the new responsibilities might offend the staff and might
backfire by creating a negative result for my PhD work; meanwhile, in order to complete my research, I did need to remain within the organisations.

This discussion of the research clearly indicates the practical impact that can follow from choosing particular research methods. The method of data collection I chose directly affected the outcome of my research project. I would not have been able to describe any of the work settings or work environment in the organisations if I had sent out a questionnaire or carried out impartial interviews and observations without actually taking part in the whole work process. However, this study approach left me no choice but to become included in the work process and the organisations’ lives, which, in turn, revealed the vivid atmosphere of the companies (Yin 1994). At the same time, this particular approach caused challenges, associated with making sure I did not lose out on details, and with maintaining the role of researcher throughout the whole research project and not being side-tracked by other tasks or expectations. The most challenging problem for me was to keep the trust I received from employees in the companies as a colleague and researcher, but most importantly, as a friend.

3.3.7. Enacting the Methodology.

In this section I shall explain the challenges I faced while conducting ethnographic research in the context of the Jordanian small software enterprises. Because of the very similar context surrounding each of the two organisations involved and the very similar behaviour exhibited by the participants in each organisation, my explanatory discussion of the challenges faced during my ethnographic research will consider both organisations simultaneously.

I chose to use an ethnographic research method because it allows the researcher to acquire in-depth understanding of phenomena and to come to understand phenomena from the practitioner’s perspective. This is possible because the researcher can engage in the life experience of practitioners in their day-to-day practices, rather than in just reflective interviews.
From December 2011/ January 2012 onward, the first task I engaged in was to study and come to understand the context of the small software enterprise setting so that I would be able to identify what events and activities small software enterprises are involved in, in terms of PS implementation. I acquired this knowledge by means of conducting interviews with participants from within the organisations, and by participant observation. The results garnered from this data collection phase were used as the basis of an initial code template in order to use as a base for further data collection and analysis. Appendix B in the thesis provides the code template and the outcome of comparisons that were made of how often the codes were inducted from data collected from the two organisations. It also provides information about the process that was involved in the packaged software implementation.

However, I faced a challenge in terms of restrictions being placed on the types of questions I could ask within the organisations and the types of data I could discuss. The participants within the organizations and the top management of these organisations did not want me to discuss sensitive data in my research from their perspective: these included such things as internal company issues, product issues and plans, and issues to do with specific analyst-client relations. There were also some cultural sensitivity issues related to the Jordanian context. I therefore faced a major difficulty when attempting to discuss some issues with participants. Such reluctance on the part of staff in the organisations to discuss sensitive or controversial issues is relatively common in an Arab culture. For example, the website “Arab Business Etiquette” states that:

“One of the most important is not to talk about anything that is even remotely controversial. While in the west we talk about politics all the time it is not done in the Arab world and it could put your partners in an embarrassing position. Don't put them in a spot where they need to criticize somebody” (Arab Business Etiquette, 2013)

One particular occurrence when I conducted observations in Organisation One made me realise the degree to which the analysts in Organisation One did not have a strong relationship with a particular client. The occurrence in question happened when analysts from Organisation One asked me to participate in their discussion with one of the users
of inventory software because the user was not collaborating effectively with analysts during the identification of the misalignments process. I accepted the task and we prepared for the meeting with the users. The first action I took during such preparation was to ask for details about the problem with the user. One analyst answered:

_This user never accepts what we do for him. This project is big and we have been told to do whatever users want, so we did. But this user keeps changing his mind and he keeps asking for new things, so we do them. But at the next meeting he asked us to add to the software function - so why didn’t he tell us everything he needed from the same function at once?_

Another analyst explained:

_Once we got his needs we did them, but he keeps things hidden, so at the next meeting he added some things. But we had already customized the software based on the first needs he had mentioned. I think he was playing with us._

It was clear from the analysts’ comments that they did not trust the user. It also appeared that the problems they had with the user were related to a lack of communication, and that the analysts tended to have argumentative discussions with the user rather than discussions aimed at understanding. I asked the analysts to print out all the software functions that we were going to discuss with the user and the software screen that related to those functions. We arranged a meeting with the user and went to his organisation.

One thing that impressed upon me right away was that the analysts and users looked at each other in a worried and apprehensive way. Since I was from the same culture as them, I could tell that they were not welcoming each other. It was clear that a friendly relation had once been there but that they had lost some respect for each other. This was understandable since the project had run for one year and half and they had had many argumentative discussions. The analysts introduced me as a consultant who would try to help both parties involved to achieve a point of understanding. First, I introduced myself and noted that I was not working officially with the analysts, so I was a third party. I started by mentioning why we were meeting and what we would try to achieve. I tried
to keep smiling and to steer the discussion past any previous arguments between the user and the analysts. During the meeting, I acted as a facilitator, trying to keep the meeting focused on its purpose. I found it interesting that I was welcomed very warmly by the user. The user invited me for drink during the break, and one analyst later said “he never invited us to anything before but now he is trying to act nice”.

Another surprising thing was that the user was open to me and discussed all of his needs, even adding everything he needed to have done on the print software screen, and signing it. Directly after the meeting, I discussed this with the analysts. I mentioned that the user was open and had good knowledge, but one analyst replied to me: “you will see, he will change his mind tomorrow”. However, the result was actually that after one month, the user signed the acceptance letter for the analysts to develop the software. It therefore appeared that there was not necessarily anything particularly “difficult” about this particular client at all, but that in this case, interactions between the software development company and their client had been soured by lack of trust. From this, I conclude that discussions based on arguments, or straying away from the meeting’s purpose (engaging in recriminations instead of identifying needed functions and solutions) will harm social interactions and good feelings between users and analysts. On the other hand, in some cases, using a facilitator or a third party as a consultant may help analysts and users to achieve good social interactions.

However, it proved impossible for me to gain any further information about what exactly had gone wrong between them and this client and how their relationship had been managed up until this point. This was impossible because when I attempted to discuss the case further with the analysts and to ask how the relationship with the client had reached such a bad point, the analysts looked offended, as though they thought I was criticising them. Therefore, I stopped asking them such questions. Again, this need to avoid giving offence is common and ingrained in Arab culture, as mentioned in the following quote:

“It is generally not considered acceptable to criticize somebody in public in the Arab world so not only do you want to make sure that you
don't put somebody in a position where they may have to but you have to make sure that you don't criticize anybody. This includes disagreeing with them in public; this can cause great embarrassment and offence. Saving face is an important aspect of Arab culture so you have to make sure that you don't cause somebody to lose face by criticizing them. This can be difficult at times but it is something that you have to do” (Arab Business Etiquette, 2013).

Such desires to save face and to avoid criticism may be behind some of the occurrences I experienced, such as a general manager from Organisation One telling me that:

You are welcome to collect data for your study about our practices for software implementation but we would like you to avoid any discussion related to our issues with clients or our internal policies.

A general manager from Organisation Two told me a very similar thing:

Jordan is a small country and we all know each other, all business in Amman - so it will be great if you don’t discuss our product issues within your study as well as our internal issues and polices. You are part of our company now so this data is confidential to our company only.

Due to such limits on what data I could collect and what issues I could ask about, I focused on identifying and understanding the process of packaged software implementation and the practices analysts use during packaged software implementation in order to identify users’ needs. I avoided chasing after or discussing any information that was culturally sensitive. Due to such restrictions, I was not able to obtain information about such concerns as software coding issues, product plans, and product release plans. The imposition of such restrictions also meant that the main research question of my thesis had to change from “how is requirements engineering enacted by small software enterprises in the packaged software context”, to “what practices do analysts use in order to identify users’ needs in the context of packaged software implementation by small packaged software vendors in Jordan?”

Appendix C in the thesis provides an overview of what I had discovered about the process involved in packaged software implementation and about some of the practices conducted by analysts by the time I had progressed through one and a half months of
my ethnographic study. Again, the overview of what was learnt during this time avoids revealing any sensitive data.

I understand that ethnographic research “is a form of research focusing on the sociology of meaning through field observation. The goal is to study a community of people to understand how the members of that community make sense of their social interactions (Robinson et al., 2007)”. However, Easterbrook et al. (2007) state that for software engineering “ethnography can help to understand how technical communities build a culture of practices and communication strategies that enables them to perform technical work collaboratively. An ethnography might focus on a broad technical community (e.g. java programmers in general), or a small, closely knit community (e.g. a single development team)”. Therefore, this study has the aim of understanding the culture of analysts’ practices in the context of packaged software implementation.

Easterbrook et al. (2007) identify the preconditions for ethnographic study as including: “a research question that focuses on the cultural practices of a particular community, and access to members of that community”. Easterbrook et al. (2007) also suggest that the precise boundaries of the community may not be known in advance. Moreover, ethnographic research adopts a constructivist stance; that is, it takes note of how members of a community construct their own social and cultural practices and structures, and how they view themselves as being defined by these practices and structures (Easterbrook et al., 2007).

Because of issues related to cultural sensitivity and confidential data encountered within Jordanian context, and the limited scope of this study, I changed the data analysis approach I was using during the first one and half months. I began to follow the analysis approach of qualitative data adapted from (Wolcott, 1994; Sandelowski, 2000) as a day by day descriptive analysis of analysts’ practices in the context of packaged software implementation (see Appendix D in the thesis and Appendix A in this report). The following quote from Wolcott (1994) Agar describes a process very similar to that I followed: “In ethnography … you learn something (“collect some data”), then you try to make sense out of it (“analysis”), then you go back and see if the interpretation makes
sense in light of new experience ("collect more data"), then you refine your interpretation ("more analysis"), and so on. The process is dialectic, not linear” (Agar, 1980, p. 9, as cited from Wolcott, 1994).

This study approach involved process research and aimed to understand the sequence of events leading to a result over time “practice-oriented research”. Rowland (2005) realised that in order to get at the ‘how’ and ‘why’ of decision-making behaviour he needed to conceptualise “the problem of training participation as a process of socio-technical innovation”. He began to put forward a case that on-the-job training schemes were a new innovation in how firms acquire skills. Such a viewpoint departs from previous investigations of on-the-job training that tend to see this development as driven by economics. He also decided to engage in “process-oriented” research rather than “variance” research in order to examine organisational phenomena, and adopted, in particular, the process model of Second Generation Process Theory, which has the objective of reaching a better understanding of how and why participations conducted these processes and practices. Rowlands then argues that it was these “‘Who”, “Where”, “When’” elements that “set the boundaries of generalizability” and established “the range of theory (Whetten, 1989)”.

3.3.8. Summary of the Ethnographic Method

During field work, I took detailed descriptive field notes (Appendix D), gathered from the perspectives of different participants. Ethnographic field notes can include observations, impressions, feelings, insights, and emerging questions (Hammersley & Atkinson, 2007). If interviews are conducted, it is very important to record the interviews as the researcher’s memory can never be a reliable source for citation. Quoting from the participants is very important in order to understand their experiences and views. Throughout the fieldwork, I built rapport and trust with the participants, showing an understanding of the practice of their organisations, gaining their respect, and encouraging their wish to participate and help with the collection of data by sharing their own experiences. The most important thing was to show an understanding of the way they worked and to make it clear that I was not pressuring them to adopt any
practices or business methods or communication methods other than their own. I realised that it was in people’s nature to please the interviewer by saying what they thought the researcher wanted to hear, or what might suit the researcher’s hypothesis. In order to mitigate such tendencies, I tried to put interviewees at ease and to encourage them to be frank and uninhibited in their discussions with me. The main focus for me was to collect the data in as raw a state as possible. From the perspective of ethics, I also had to make sure that the participants were not upset, offended, or exploited in any way. It is vital to stay alert during the more mundane part of the research (for example, when information is being processed or analysed) and to stay focused on pulling the data together at the end of the study. Meanwhile, due to the large amount of collected data, I developed my own system for summarising, indexing, and classifying the data as appropriate (see Chapter 4).

In the final stages of my ethnographic research, I clearly separated description and interpretation of the collected data. The analysis process started with the collection of all the raw data and with forming an overview of the entire process. The raw data was then ordered into patterns, categories, and basic descriptive units (see Chapter 4).

3.4. Participants

The population of this research is the Small to Medium sized Software Development Companies (SPSVs) in Jordan, a country in the Middle East. The list of the SPSVs that are developing packaged software was obtained from various software providers in Jordan, who supply both local and worldwide markets. Statistics obtained from the Jordan Companies Control Department reveal that there are 242 SPSVs in Jordan (as shown in the top two rows of Table 3.4-1). As can be seen from Table 3.4-1, there are 190 software development companies in Jordan that the Jordan Companies Control Department regards as ‘small’ (indicated in the top row of the table), while the number of small and medium companies is 242 (190 plus 52). These small and medium-sized software development companies comprise around 96% of all software development companies in Jordan.
Table 3.4-1 SPSVs based on capital

<table>
<thead>
<tr>
<th>Capital from</th>
<th>Capital to</th>
<th>Number of Organisations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 JD</td>
<td>100,000 JD</td>
<td>190</td>
</tr>
<tr>
<td>100,001 JD</td>
<td>500,000 JD</td>
<td>52</td>
</tr>
<tr>
<td>500,001 JD</td>
<td>1000,000 JD</td>
<td>12</td>
</tr>
<tr>
<td>1000,001 JD</td>
<td>10,000,000 JD</td>
<td>6</td>
</tr>
<tr>
<td>10,000,001 JD</td>
<td>50,000,000 JD</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>80,765,883 JD</td>
<td>261</td>
</tr>
</tbody>
</table>

(Jordan Companies Control Department, 2010)

Table 3.4-2 demonstrates the recent growth of the software development market in Jordan. Software development companies in Jordan have been progressively growing in terms of the cross-value they add to the economy. The software development cross value added was 54,839 (JD) million in the year 2010. Table 3.4-2 shows stable economic growth from the years 2006 to 2010.

Table 3.4-2 SPSVs by economic activity (JDs 000)

<table>
<thead>
<tr>
<th>Company type</th>
<th>Year</th>
<th>Cross output</th>
<th>Cross value added</th>
<th>Number of Companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Development</td>
<td>2006</td>
<td>31,884</td>
<td>26,775</td>
<td>190</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>33,654</td>
<td>28,566</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>36,443</td>
<td>30,662</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>44,748</td>
<td>34,719</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010</td>
<td>46,093</td>
<td>34,901</td>
<td></td>
</tr>
<tr>
<td>Software Consultancy and supply</td>
<td>2006</td>
<td>9,477</td>
<td>6,628</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>2007</td>
<td>10,344</td>
<td>7,121</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>12,421</td>
<td>8,443</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>22,948</td>
<td>15,170</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2010</td>
<td>28,654</td>
<td>19,938</td>
<td></td>
</tr>
</tbody>
</table>

(Jordan Department of Statistics, 2010)

Two software development companies have participated in this research, Organisation 1 and Organisation 2. Organisation 1 was established in 1997. The company has two branches in the Middle East: in Jordan and Saudi Arabia. The branch concentrated on in this study is the Jordan branch, which has 40 employees, including people working in marketing and sales, analysts, developers, and management teams. The services they offer include software development, systems integration, and software localisation. The company’s software products deal with accounting, inventories, purchasing, retail,
school management, freight management, and human resource management. The company’s solution options are categorised into 3 different levels: 1. Basic solutions that are used by small companies who do not have many requirements; 2. Specific solutions, used by companies of various sizes and kinds, and built depending on clients’ needs; and 3. ERP solutions used by medium and large size companies, customised to fit with the client’s business and needs.

Organisation 2 is a professional IT services company established in 1998. The company, which has approximately 20 employees, is dedicated to providing solutions for the business sector in the areas of agricultural industries and corporations, finance and banking, education, insurance, and health. Organisation 2 deals with four main aspects of information technology: 1. IT hardware supply; 2. data communication installations; 3. IT services; and 4. IT solutions. The company is experienced in developing software solutions (e.g. human resource management systems, accounting systems), mobile applications (e.g. asset management systems, VAN sales, warehouse management systems), and logistics technology solutions (e.g. UPS road net solution, courier management system turnkey barcode solution).

Table 3.4-3 Background of the participants

<table>
<thead>
<tr>
<th>Position</th>
<th>Organisation 1</th>
<th>Organisation 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team Leader</td>
<td>5(45%)</td>
<td>2(28%)</td>
</tr>
<tr>
<td>Software engineer</td>
<td>4(36%)</td>
<td>3(42%)</td>
</tr>
<tr>
<td>System analyst</td>
<td>8(72%)</td>
<td>6(85%)</td>
</tr>
<tr>
<td>Programmer</td>
<td>11(100%)</td>
<td>7(100%)</td>
</tr>
<tr>
<td>Experience (Years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than 3 years</td>
<td>2(25%)</td>
<td>1(14.2%)</td>
</tr>
<tr>
<td>3 to 10 years</td>
<td>8(75%)</td>
<td>5(71%)</td>
</tr>
<tr>
<td>11 to 20 years</td>
<td>1(10%)</td>
<td>1(14%)</td>
</tr>
<tr>
<td>Experience (Position)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst</td>
<td>1(11%)</td>
<td>1(14%)</td>
</tr>
<tr>
<td>Designers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Developer</td>
<td>3(33%)</td>
<td>2(28%)</td>
</tr>
<tr>
<td>Analyst and Designer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Designer and Developer</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst, Designer and Developer</td>
<td>9(81%)</td>
<td>4(56%)</td>
</tr>
<tr>
<td>Types of Software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business Application</td>
<td>8(75%)</td>
<td>5(72%)</td>
</tr>
<tr>
<td>Database System</td>
<td>5(45%)</td>
<td>4(56%)</td>
</tr>
</tbody>
</table>
Table 3.4-3 shows the background of the participants who were observed and interviewed in this study. The total number of participants was 11 in Organisation 1 and 7 in Organisation 2. The participants included programmers, analysts, and developers. The team leaders were made up of 5 programmers in Organisation 1 (45% of all the participants from this organisation) and 2 programmers in Organisation 2 (28.4%). Most of the programmers were also system analysts: 8 in Organisation 1 (75%) and 6 in Organisation 2 (85%). The majority of the programmers in both organisations (71%-75%) had a total experience of 3-10 years in the field. However, only 11%-14% of the programmers in both organisations had over 11 years’ experience in the field. Likewise, only a small number had less than 3 years’ experience.

Most of the participants had experience working as analysts, designers, and developers at the same time. The percentage who had this range of experience was, however, higher in Organisation 1 (81%), than in Organisation 2 (56.8%). Some participants had experience as analysts only, and some as developers only. Most participants had experience with business application software (75% of those working in Organisation 1, and 72% of those working in Organisation 2), and about half of the participants had familiarity with database system software (45% of the participants in Organisation 1 and 56% of the participants in Organisation 2).

3.5. Data Collection Methods Chosen

Ethnographic research was conducted over the course of 7 months from December 2011 to June 2012. Data was collected throughout the research during field work. The three data collection methods, namely, interviews, participant observation, and focus groups, were used due to their suitability for qualitative research.

Myers & Avison (2002) found that many qualitative researchers prefer the term empirical materials to the word data since most qualitative data is non-numeric. In other words, data in qualitative research comes in the form of words, phrases, sentences and narrations which can provide a more complete portrayal of the subject under study than numbers can. Miles & Huberman (1994) describes words and similar data as being
capable of providing the rich, full and real story, rather than the thin abstraction produced by numbers. Indeed, these are the data considered appropriate in explaining human and social aspects which cannot be quantified in a universal manner (Myers & Avison, 2002). According to Miles & Huberman (1994), the strength of qualitative data is that it is rich and holistic with strong potential for revealing complexity nested in a real context. The following sections provide descriptions for the three methods for data collection and give justifications for the chosen data collection methods.

Table 3.5-1 indicates the period of time from December 2011 to June 2012 when the study was conducted. Table 3.5-1 states the number of one–on–one interview (I), focus groups (FG) and participant observations (PO) conducted during the period of the study.

<table>
<thead>
<tr>
<th>Month</th>
<th>Interviews (I)</th>
<th>Focus Groups (FG)</th>
<th>Participant Observation (PO)</th>
</tr>
</thead>
<tbody>
<tr>
<td>December</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>January</td>
<td>4</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>February</td>
<td>15</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>March</td>
<td>6</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>April</td>
<td>12</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>May</td>
<td>18</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>June</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

The most often used methods were interviews and participant observations. At the beginning of the research in December 2011, the most utilised method for collecting data was interview. The reason that interviews were the primary method of data collection used at this time is that focus groups take more time to arrange, while participant observations require the researcher to accrue certain time in the field in order to understand the way the organisation works and identify the main participants. In January I concentrated on organising focus groups and focusing on participant observation, and the number of those data collection methods increased. The number of interviews meanwhile dropped. In February the data collection sped up and rose to nearly its maximum for interviews, focus groups and participant observation. In March 2012 focus groups and participant observations continued to climb.
3.6. Participant Observation

Participant observation is a qualitative method that is commonly used in ethnographic research (Myers, 1999). The objective of such observation is to gain multiple perspectives of the population being studied and the relationships between different views held within one community. The data is collected during the field work, when the researcher makes careful detailed field notes of the events, and of informal conversations and interactions with the participants (Walsham, 2006). Taking accurate notes is an important part of participant observation, not only because it records participants’ subjective reports about their actions and opinions, but also because it helps to reduce the researcher’s bias. Most field notes will consist of textual data; however, the researcher can also note down such things as figures, maps, and charts. Although a large majority of the data will be qualitative, it might also include some of the quantitative information related to the number of participants involved in a particular activity during a specific project. For example, after the original data collection conducted during my ethnographic field work, I engaged in validation of the results obtained; quantitative information related to the validation is provided in Chapter 6.

Participant observation is useful in identifying the physical, social, cultural, and economic contexts of the members of the study, interdependency between people, various ideas and norms held by the members of the study, as well as people’s behaviours (Myers, 1999). This method can assist the researcher in understanding the factors that will resolve the research problem, provided that the researcher designs the right questions to ask the participants in order to understand the phenomenon under study (Harvey & Myers, 1995).

After gaining access to the users and analysts’ meetings and having my presence accepted by the participants, I began the field work. This allowed me to observe the way analysts interact with the users to collect their requirements. During participant observation notes of the discussions were taken. In cases when the users agreed to be
recorded, the meetings were audio recorded. The data collected during these meetings allowed me to prepare appropriate questions for further interviews and focus group discussions, which would reveal the participants’ opinions and beliefs about the interactions with the users.

The data collected during participant observation also provided the context for understanding the data. In this case participant observation was done prior to other data collection methods; however, it can also be carried out simultaneously with other methods or even during the data analysis stage.

Participant observation was the main source of data collection. As mentioned earlier, I attended 35 meetings. The type of meeting depended on the project of the software development. The products for development were Human Resource (HR) software, Enterprise Resource Planning (ERP) software, Special Solution software, such as a school management system, Restaurant Management (H2O) software, and Point of Sale (PoS) software. Figure 3.6-1 below visually represents the number of meetings throughout the 5 projects I was involved with.

![Figure 3.6-1 Number of meetings](image)
Through participant observation, I was involved in 5 different projects: HR, ERP, Special Solution, H2O, and PoS. The project with the highest number of meetings was the ERP project, with 12 meetings.

3.7. Focus Group

In the last decade focus group interviews have become a commonly used technique to collect qualitative data by asking the participants about their perceptions, beliefs, opinions, or attitudes regarding a concept, idea, service, or product (Krueger & Casey, 2008). While social research typically adopts direct observation, focus groups are more appropriate for studies of attitudes and experiences. The communication between participants in the focus group allows the researcher to gain access to various areas for studies and raises unexpected issues for exploration (Krueger & Casey, 2008). Focus groups are used as a self-contained method as well as in addition to other research methods, like in-depth interviews (Krueger & Casey, 2008).

Although there are some disadvantages to conducting an interview in a group, the advantages can be maximised through attention to research design issues and the project and group level. Focus group interviews may encourage people to be involved in the discussion even though they might feel reluctant or unwilling to be interviewed one-on-one (Stewart et al., 2006).

It is of vital importance for the research that these focus group discussions support natural communication by including day to day interactions such as joking, teasing, arguing, and so on. These help to introduce more data, including data that might otherwise have been untapped (Krueger & Casey, 2008). Furthermore, usage of colloquial language allows the participants to cascade and link ideas, and thus extends the preceding topic. When data is collected in such a friendly atmosphere, the researcher analysing the data is better able to pinpoint the shared common knowledge (Stewart et al., 2006).
One of the disadvantages of group interviews involves the social desirability bias - the fact that some participants may remain silent, or that minority opinions might be misheard, or drowned out by the majority opinion (Stewart et al., 2006). The discussions of the employees regarding management might be interrupted and they might be prevented from expressing criticism, even though their discussions are highlighting certain aspects of people’s experience. Such dynamics may limit the usefulness of the data for certain purposes since the method does not allow for anonymity (Krueger & Casey, 2008).

On the other hand, group interviews may facilitate the discussion of taboo topics, reveal the opinions common to the group, and encourage people whose experiences are similar to discuss these experiences, when they might have been unwilling to discuss them otherwise. Some research has shown that group discussions generate more criticism than individual interviews (Krueger & Casey, 2008).

Before conducting a focus group, I identified the major objectives of the meeting and developed the main questions relevant to the initial results of the data analysis and research questions. The discussion session normally lasted an hour or an hour and a half, during which I generally addressed 5-6 questions at most. To plan the session, I needed to schedule a time when all the participants could attend. The organisations’ conference rooms were used, which allowed all of the participants to see each other. The main ground rules I followed during a focus group were to remain focused on the research topic while the discussion flowed and evolved, to maintain momentum, and to achieve closure of questions. The focus group meeting agendas always included: welcoming the participants, reviewing the agenda and goals of the meeting, explaining the means of recording the session, introduction, conducting a questions and answers period, and wrapping up. During the main part of the session, I might sit back and listen to the discussion. Later on, I might encourage the participants to conduct a discussion in more of a debate style, and to encourage different opinions to be voiced. I worked to facilitate equal participation of all the members, giving each person time to answer the question and to voice their opinion on the matter. To avoid having one or two people
dominate the discussion, a round-table rule should be introduced as one of the ground rules at the beginning of a session.

Data collection through focus groups was conducted on Saturdays and Thursdays in both companies. Focus Group discussions held in Organisation 1 and Organisation 2 companies are presented in the Table 3.7-1. I had 23 such meetings with analysts. Some of these were audio recorded and some were not. The main point of the focus groups was to discuss the analysts’ perspective about the RE practices in PSI. The analysts also discussed the users’ understanding, behaviour, and interaction strategies during the PSI. Some of these focus groups were conducted to discuss the initial findings for this study in order to clarify the analysis result of the study.
### Table 3.7-1 Focus group topics

<table>
<thead>
<tr>
<th>Focus Groups Topics</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements Engineering</td>
<td>What are requirements?</td>
</tr>
<tr>
<td></td>
<td>How do you collect requirements?</td>
</tr>
<tr>
<td>PSI scope, PSI offer, and PS demonstration</td>
<td>What is PSI Scope?</td>
</tr>
<tr>
<td></td>
<td>How do you define PSI Scope?</td>
</tr>
<tr>
<td></td>
<td>What are PSI Scope elements?</td>
</tr>
<tr>
<td></td>
<td>Why these elements are important?</td>
</tr>
<tr>
<td></td>
<td>What is PSI Offer?</td>
</tr>
<tr>
<td></td>
<td>How do you create PSI Offer?</td>
</tr>
<tr>
<td></td>
<td>What are PSI Offer elements?</td>
</tr>
<tr>
<td></td>
<td>Why these elements are important?</td>
</tr>
<tr>
<td>PSI, PS demonstration, PS customisation.</td>
<td>What is PSI?</td>
</tr>
<tr>
<td></td>
<td>How do you conduct PSI?</td>
</tr>
<tr>
<td></td>
<td>What is PS Demonstration?</td>
</tr>
<tr>
<td></td>
<td>How do you prepare PS Demonstration?</td>
</tr>
<tr>
<td></td>
<td>Why do you demonstrate PS?</td>
</tr>
<tr>
<td>PS customisation</td>
<td>What is PS Customisation?</td>
</tr>
<tr>
<td></td>
<td>How do you decide to customise the software?</td>
</tr>
<tr>
<td></td>
<td>How do you define customisation needs?</td>
</tr>
<tr>
<td></td>
<td>How do you minimise customisation?</td>
</tr>
<tr>
<td>PS customisation, Identify misfits</td>
<td>What are misfits?</td>
</tr>
<tr>
<td></td>
<td>How do you define misfits?</td>
</tr>
<tr>
<td></td>
<td>What are benefits of misfits?</td>
</tr>
</tbody>
</table>

### 3.8. Interviews

Interviews of individuals are a widely used tool to access people’s experiences and their inner perceptions, attitudes, and feelings of reality (Denzin & Lincoln, 2005). There are three types of interviews: structured interviews, semi-structured interviews, and unstructured interviews (Denzin & Lincoln, 2005). In this study, I chose to utilise unstructured interviews as one of the data collection methods.

The choice of using unstructured interviews as a data collection method was based on my research objectives and based on my adoption of an epistemological stance. My reasons for selecting the unstructured interview are in alignment with those mentioned by Denzin (2000) who states that unstructured interviews help to make sense of a subject’s world through the subject’s own perspective and in their own terms.

The methodology of using unstructured interviews was developed in anthropology and sociology in order to obtain insight into people’s vision of reality. An unstructured
unstructured interview does not have a set of questions or answers. Different authors use different terms to refer to unstructured interviews, such as “informal conversational interview”, “in-depth interview”, “nonstandardised interview”, and “ethnographic interview” (Denzin & Lincoln, 2005). The definitions of such interviews and their purpose are also numerous. Denzin (2000) described them as a way to understand people’s complex behaviour without categorising it beforehand, thus enlarging the field of enquiry. Regardless of such various names and definitions, unstructured interviews are a best fit for this study. Researchers doing unstructured interviews are open to changing realities and have an interpretive approach to events (Denzin, 2000; Spradley, 1979). They approach the reality from participants’ perspective, interpreting it in participants’ terms (Denzin, 2000).

Unstructured interviews are entirely informal, and rather than being based on a set of questions, they are based on a set of issues that the researcher is interested in and would like to highlight during the interview (Hammersley & Atkinson, 2007). This allows for greater freedom in the exploration of topics, but the researcher’s relative lack of control over the conversation may encourage the interviewees to relate experiences that are not relevant to the problem investigated in the research (Hammersley & Atkinson, 2007; Denzin, 2000). The researcher generally tries to keep his or her control to a minimum by asking spontaneous questions that will be generated based on the interviewee’s narration and the researcher’s reflection on it (Denzin & Lincoln, 2005). The danger of entering into multiple or irrelevant discussions can be controlled by an agenda – a broad guide to issues created by the researcher beforehand (but not disclosed to interviewees), which will create a degree of consistency across the whole interview, helping to achieve a balance between flexibility and consistency.

My choice to use unstructured interviews is supported by Denzin (2000), who argues that they help to collect detailed data regarding people’s perspectives on information and its usage. They are useful for finding specific patterns, which define models. For example, Alvarez (2002) in his study used unstructured interviews to examine information requirements during the implementation of an ERP. In my study, this
approach helped me to note down all the topic areas covered during each interview. Unstructured interviews also proved beneficial in my study by revealing some related areas, which I had been unaware of. They also helped me to avoid bringing my own pre-framed or possibly biased understanding of RE into the data collection. Ultimately, they generated detailed data which provided in-depth understanding of a phenomenon.

### 3.9. Utilisation of Interviews

Analysts were interviewed according to the schedule discussed and agreed on with the participants as well as at times that had not been previously arranged. In fact, skilled ethnographers often gather most of their data through participant observation and many casual, friendly conversations. They may interview people without their awareness, merely carrying on a friendly conversation while introducing a few ethnographic questions (Spradley, 1979).

Table 3.9-1 shows the interview times with analysts. For the Special Solution project I had interviews with 4 different analysts. For ERP I had interviews with Participant 1, Participant 2 and Participant 3. Participant 4 and Participant 6 were interviewed for HR. Participant 6 had another interview for PoS. The interviewee for H2O project was Participant 7. In total I held 71 Hours of interviews with different analysts for the 5 projects that I was a part of.

<table>
<thead>
<tr>
<th>Analyst</th>
<th>Project</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1</td>
<td>ERP</td>
<td>13 Hrs</td>
</tr>
<tr>
<td>Participant 2</td>
<td>ERP, Special Solution</td>
<td>8 Hrs</td>
</tr>
<tr>
<td>Participant 3</td>
<td>ERP, Special Solution</td>
<td>4 Hrs</td>
</tr>
<tr>
<td>Participant 4</td>
<td>Special Solution</td>
<td>4 Hrs</td>
</tr>
<tr>
<td>Participant 5</td>
<td>Special Solution</td>
<td>11 Hrs</td>
</tr>
<tr>
<td>Participant 6</td>
<td>HR, PoS</td>
<td>14 Hrs</td>
</tr>
<tr>
<td>Participant 7</td>
<td>H2O</td>
<td>6 Hrs</td>
</tr>
<tr>
<td>Participant 8</td>
<td>HR</td>
<td>11 Hrs</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td>71 Hrs</td>
</tr>
</tbody>
</table>
The interviews provided me with background information from the analysts’ perspective. All interviews were conducted in a way that would encourage a relaxed atmosphere in which the analysts would feel comfortable and speak freely. This was achieved by organising the meetings in the participants’ spare time at a location convenient to them. The participants also knew the researcher prior to the interview and it was their decision to participate in the study. There were no outsiders present during the interviews. It was confirmed that all the data collection files and documents were to be kept at a secure location without any disclosure to others. To make the participants feel comfortable discussing their projects while being observed, they were allowed to stop the audio recording at any time they felt uncomfortable. In case of embarrassment or any discomfort, the participant might choose not to answer the question asked, or ask to stop audio recording completely. In the case of any psychological distress, the participants could choose to take a break and help themselves to hot beverages and snacks.

Prior to their first interview each analyst was provided with an information sheet, which outlined the idea for my study, the purpose of the research and the way it was going to be conducted. For the information sheet, see Appendix A. The information was also presented orally, to clarify the information and to enlarge on the ideas in the information sheet. In the case of any misunderstanding or lack of information, the analysts’ questions were answered and the information was discussed. This discussion also gave me a chance to modify and refine my protocol and put information into a clearer form. The analysts also signed a written consent allowing me to record, transcribe and analyse the interviews for my research, which is important for an interview-oriented study.

The analysts answered the initial questions (not in all cases) that would give me an overall idea and the background information to identify key points for further discussion. Then the analysts and I discussed a list of general topics and issues. During this section of the interviews I did not interrupt the participants, but rather let them express their thoughts about the topic. The interviews were audio recorded, and my note taking process identified the key points for further open discussion with the participants.
that would bring in a more in-depth focus on the situation. Some of the points divulged by the analysts revealed extra information in the area of interest for me. These areas were then discussed in more detail.

Using unstructured interviews gave me the ability to code and to identify relevant patterns while analysing the collected data. The text for analysis was prepared from audio files and notes taken during the interviews. Most of the audio files were transcribed. I read and re-read the written text (transcriptions of the interviews) from the interviews with each participant to become more aware and familiar with the information provided. This engages the researcher into the meaning of the text and helps them to get an initial interpretation of the text, which facilitates coding. During the coding phase, the data revealed particular patterns, which helped to prepare me for the second interviews with analysts.

After identifying the patterns and preparing questions for the following discussion, I met again with the analysts. The structure of those meetings was driven by the data analysis and results from the previous interviews. The purpose of these meetings was to link my understanding and the participants’ perspectives. The researcher’s understanding was double checked and confirmed with the analysts by providing feedback to the participants raised in the previous stage and by probing questions during the interview. The central aspect of producing findings from this interview was supported by rich and in-depth discussion of the participants’ experience.

Most of these subsequent interviews were also audio recorded for further analysis and coding. During the interviews I took notes, to direct the discussion to the particular points of interest, and get more clarification on the points not explained thoroughly.

All interviews were conducted in the same style: by using a lot of clarifying questions, which allowed the exploration of concerns relevant to the topic. Unstructured interviews allowed me to obtain further information and to probe the themes that I was not initially or not fully aware of. Allowing the participants to freely express their point of view on the topic may minimise interviewer bias.
3.10. Working with Two Organisations.

In this section I will explain the data collection approach I used within both organisations. First of all, the geographic address for both organisations was the same: the two organisations were actually located in the same area and street in Amman. This gave me an opportunity to move between them very easily. Secondly, both organisations were similar in terms of context and in terms of their business process approaches. As I mentioned in Section 3.3.7, during the first one and a half months of my study I was focused on understanding the business processes of both organisations. Based on the understanding that I gained, I provided business process diagrams (see Appendix C) showing my understanding of and interpretations of the organisations’ business approaches. Both organisations agreed that the business process diagrams that I created properly reflected their business processes.

Collecting data from two organisations actually assisted me in being able to make adjustments to the ways that I collected my data. Lessons learned from the data collection I carried out in one organisation helped me to adjust data collection in the other organisation, and vice versa. One lesson I learned related to the fact that businesses in Arab cultures have unstructured time management. My involvement with Organisation One taught me that it was best to set up Focus Groups both at the end of the day (as opposed to during the day) and at the end of the week. I therefore began to schedule all Focus Groups to occur on Thursday evenings. The next alternative that the organisations preferred was Saturday morning. These preferences were culturally related: Thursday evening is the end of the working week in Jordan, Friday is a holiday, and Saturday represents the beginning of the next working week. Participants from the organisations preferred to have Focus Groups on Thursday nights or Saturday mornings precisely because the Focus Groups were seen as enjoyable discussions, rather than as a form of work. A Focus Group on Thursday night therefore represented a nice winding down of the working week, whereas a Focus Group on Saturday morning was seen as a relaxing way to be introduced back to work.
The second lesson I learned as I collected data that led to my making adjustments to my data collection methods related to the discussing of RE practices that I had adapted from Sommerville & Sawyer (1997) and Cox et al. (2009). In Organisation Two I found that analysts had a problem applying theoretical terminology to describe their requirements engineering practices. For example, when I provided theoretical names for the practices adapted from Sommerville & Sawyer (1997) and Cox et al. (2009), they could not always identify which practices were being referred to. I therefore adjusted my approach in this regard by providing verbal explanations of the various practices and then providing written definitions and explanations of each practice and its purpose, in Arabic. Providing the analysts with verbal and written definitions in this way clarified their understanding of the concepts and terminology I was referring to and thus allowed them to be much more prepared to contribute to discussion during Focus Groups.

The third lesson that I learned from both organisations was that data collection would proceed more smoothly if I could avoid asking questions that could be perceived as too sensitive: for example, I learned not to ask any analyst what they thought about the work completed by another analyst, as this made them uncomfortable.

Apart from these changes that I made during the course of my involvement with the two organisations, I did not make any major adjustments to the data collection methods I was using. It was not necessary to change many data collection methods as I found that, on the whole, the methods that I used were successful and effective. Therefore, any adjustments that I made during my time with the companies were related to finessing my interactions with the participants, rather than involving full-scale changes of approach.

3.11. Ethical Conduct of the Research

Ethical approval for this research was obtained from the Auckland University of Technology Ethics Committee (07/02/11, #10/293). One of the main concerns related to ethics was getting informed consent and providing the participants with confidence regarding taking part in the research. By informed consent we mean the voluntary
agreement of an individual to take part in a research project, based on his/her understanding of the nature and purpose of the research itself (Sim, 1986). Informed consent can have four constituents: disclosure (providing adequate information), comprehension (understanding the information), competence (ability of participants to make a rational decision), and voluntariness (no compulsion) (Sim, 1998).

To avoid any lack of confidence and misunderstanding, all participants were provided with the aims of the research in a written form. The information sheets containing this information were either presented directly during a face-to-face meeting or sent by email. After familiarising themselves with the document, the participants had a chance to ask questions about the research and clarify the objectives and process. All of the participants were made fully aware of the fact that they could withdraw from the research at any time without any consequences to themselves. The participants were engaged only after verbal explanation and after they had voluntarily signed the written consent and information statements prior to the research. The researcher did not use any power relations towards the participants in order to collect the written agreements.

Confidentiality, as one of the main ethical concerns, was maintained by changing real names in the research report and substituting some specific details related to the identity of the participants to keep the personal nature of the research private.

3.12. Analysis Method Selection

The literature regarding qualitative research methods places great emphasis upon the methods used to go out and collect or generate data, but less emphasis upon the analytical techniques that can be used to interpret these data. So whilst different approaches might be taken when conducting qualitative research, there are also requirements that there should be some consistency between methods, methodology and analysis, in order to demonstrate the story being told. At the same time, in order for the research to be credible to the reader, the reader needs to be led toward what the researcher thinks is most significant about the research findings (Gregor, 2006; Denzin, 2000). The importance of these findings must be made “transparent” and choices and
assumptions made by the researcher made explicit in relation to the methodological perspective (Klein & Myers, 2001). For example, if a researcher is a positivist and tends to use deductive method reasoning, they’ll tend to do “this”. If they are an interpretivist and tend to use inductive method reasoning, they’ll tend to do “that”.

A wide range of literature documents the underlying assumptions and procedures associated with analysing qualitative data, including the evaluation of data and data analysis strategies, and inductive and deductive approaches. Many of these are associated with specific approaches or traditions, such as grounded theory (Strauss & Corbin, 1998), phenomenology (e.g., van Manen, 1990), and thematic analysis (e.g., Boyatzis, 1998).

In this study the inductive approach is used. The inductive approach, in this study, refers to a data driven approach which starts with the close study of collected data (based on day by day descriptive analysis from participants observation, interview data and focus groups) an interpretation of the collected data’s possible multiple meanings (Thomas, 2006). The following quote from Agar (1980) describes a process very similar to that I followed: “In ethnography ... you learn something (“collect some data”), then you try to make sense out of it (“analysis”), then you go back and see if the interpretation makes sense in light of new experience (“collect more data”), then you refine your interpretation (“more analysis”), and so on. The process is dialectic, not linear” (Agar, 1980, p. 9, as cited in Wolcott, 1994).

3.13. Summary

The attempt to understand the phenomenon of Packaged Software Implementation Requirements Engineering in depth and in detail is likely to require a researcher to adopt a qualitative ethnography format for their study. Such a study is likely to benefit most from the ethnographic format because it best fits with the everyday reality of work. This is because the understanding of users’ requirements is marked by complications, struggles, and other specifics that are “part and parcel” of knowledge exploitation. This research represents an initial attempt to understand Requirement
Engineering for Packaged Software Implementation and, consequently, users’ needs, influencing skills and sharing attitudes of analysts are understood to be an integral part of the dynamics of Requirement Engineering for Packaged Software Implementation.

Companies’ practices when implementing packaged software are not well understood in terms of requirement engineering. This is achieved by understanding the “best practices” in functioning requirement engineering activities that are applied by the software development companies. By and large, collecting qualitative data through the use of an ethnographic approach and analysing such data via inductive methods is the most appropriate methodology for exploring the requirement engineering involved with Packaged Software Implementation.
Chapter 4 Data Analysis Strategy

4.1. Introduction

The previous chapter of this thesis focused on the research approach and data collection methods used throughout this study. This chapter deals with the selection of an appropriate data analysis.

In this chapter I provide a description of the process that I followed to choose a data analysis strategy. The data analysis strategy used depends on the research philosophy of the researcher and the types of data that the researcher collects during their study. Since my research philosophy inherently drove the conduct of this study to follow the interpretive paradigm, and the data is predominantly qualitative, I chose a congruent data analysis strategy. This study thus uses an inductive approach, which allows theory to emerge from the raw data. Therefore, I did not analyse the data I collected based on previously existing findings. This does not mean that a researcher should not have knowledge about previous findings; rather, researchers should avoid letting such knowledge bias their analysis of newly collected data (Allan, 2003).

There are many strategies that can be used to analyse qualitative data inductively, such as thematic analysis, content analysis, and grounded theory. However, the most important issue is how one deals with the data during the analysis phase.

“In qualitative research the process by which data analysis is undertaken is fundamental to determining the credibility of the findings. Essentially it involves the transformation of raw data into a final description, narrative, or themes and categories. There is considerable variation in how this is undertaken, depending on the research question and the approach taken. What is important is that the process is described in sufficient detail to enable the reader to judge whether the final outcome is rooted in the data generated.”

[Holloway & Wheeler, 2009]

In this study, qualitative data analysis was undertaken using a three-stage inductive analysis approach (that is, a data driven approach). In this study, inductive analysis is an
approach to dealing with data that involves the creation and application of low-level codes, categories, and finally, of themes. The organisation of this chapter is as follows: Section 4.2 provides a general overview of the inductive analysis strategy; Section 4.3 provides details of the conceptual definitions of theory and generalisability, based on an inductive analysis approach; Section 4.4 discusses the evaluation the quality of the data analysis results.

4.2. Inductive Analysis Strategy

An inductive analysis (or data driven) approach starts with the close study of collected data (based on day by day descriptive analysis from participants observation, interview data and focus groups) an interpretation of the collected data’s possible multiple meanings (Thomas, 2006). The following quote from Wolcott (1994), Agar describes a process very similar to that I followed: “In ethnography ... you learn something (“collect some data”), then you try to make sense out of it (“analysis”), then you go back and see if the interpretation makes sense in light of new experience (“collect more data”), then you refine your interpretation (“more analysis”), and so on. The process is dialectic, not linear” (Agar, 1980, p. 9, as cited from Wolcott, 1994).

The researcher identifies parts of the collected data that are important to the research (see figure 4.2-1) and labels them, assigning them to various categories. After identifying a category and its meaning, the researcher writes a note about the category (for example, its associations, links, and implications) and its links to other categories.

Using a qualitative research method such as inductive analysis brings to light some challenges involved in the data gathering and data analysis processes. The distinction between the gathering of data and the analysis of such data is clearly outlined in theory, but has some difficulties in practice. When using an inductive approach, the researcher gathers the data first and builds his/her theory based on the results of the data analysis. There is a strong belief, however, that the researcher’s prior knowledge and suppositions can affect the data collection process via the questions directed to participants (Myers & Avison, 2002; Thomas, 2006). These questions directed to the
participants may guide/lead them, and thus may affect or circumscribe the findings. It may be more accurate, therefore, to speak of a “mode of analysis” rather than of “data analysis” in qualitative research (Myers & Avison, 2002).

Inductive analysis can be treated from two perspectives (Fossey et al., 2002). From the philosophical point of view it provides good grounds for interpretivism, while as a mode of analysis, it allows researchers to understand data contained within textual information (Boyatzis, 1998; Thomas, 2006). It is often regarded as a good way of analysing qualitative data as it allows patterns to be found in data via the process of coding, and at the same time supports the interpretation of the data by synthesising parts of the whole (Thomas, 2006). In this work, I have coded the initial raw data inductively.

The study consisted of several stages and cycles. In order to define the events and situations that cause requirements engineering to occur during packaged software implementation I conducted a series of participant observations and interview.
The inductive analysis procedure that I followed was similar in kind to the types and arrangement of approaches advocated by Wolcott (1994). Wolcott, writing about transforming qualitative data into useful insights, posits that qualitative research involves three major and distinct subsections or phases, within which researchers may take up different approaches to presenting data. He refers to these wider phases as “description”, “analysis”, and “interpretation”. The methodology I followed also divided my qualitative analysis into these three different forms, as indicated in Figure 4.2 above. Through field notes detailing events and participant observation and day-by-day descriptive analysis, I fulfilled the “description” form of qualitative inquiry discussed by Wolcott. My immediate interpretations of events and day-by-day descriptive analysis presented facts relating to what I had observed and then sought to identify interrelationships between different events, ideas, and processes involved in PSIRE. This is the form of inquiry described by Wolcott as “analysis”. Lastly, I moved on to “interpretation”, seeking to make sense of what happened within the software companies studied by providing high-level theoretical readings of events and practices.

While I faced a challenge in terms of restrictions being placed on the types of questions I could ask within the organizations and the types of data I could discuss (see section 3.3.7), I found that following the kinds of analytical approaches for qualitative research advocated by Wolcott (1994), Sandelowski (2000) and Poba-Nzaou & Raymond (2013) was beneficial. After collecting data, I placed particular importance on carrying out a day by day descriptive analysis of analysts’ practices in the context of packaged software implementation, and (as demonstrated in the figure 4.2-1 above) as I engaged in analysis and interpretation I went through an iterative process of looking back at my earlier field notes and descriptive analysis.

4.2.1. Events & Participant Observation

During ethnographic research the ethnographer goes through a learning process at the same time as conducting their research. This process allows any prior presumptions that are found to be false to be redefined, reformed, or discarded (Hammersley & Atkinson 1995). After analysing the data I had collected during my field work, I realised that the
fact that I did not find what I had expected to find was actually an advantage. My initial expectations of what I would find about requirements engineering were in line with how analysts conduct traditional requirements engineering. However, I remained open to experiencing what was going on around me, to paying attention to the details of the process, and to observing what was actually happening in the companies, rather than trying to search for relevant data. I began to reflect on what actually occupied the analysts rather than on my own ideas or presumptions as a researcher. In my field notes, I was noting down information about everyday activities as well as talks between the employees in the companies. I soon noticed that the unstructured interviews that I had with the participants were revolving around the same issue: the inconsistency of users’ needs. Eventually I realised that this was the actual concern of the analysts – issues related to misalignments: “we end up in an infinity loop once you start to implement our software” [General Manager and Team Leaders]. This concern felt by the analysts had a tremendous impact on the day-to-day work carried out within the companies. After realising that there were real concerns regarding the packaged software implementation issues related to misalignments, I started asking the analysts about how the situation used to be in the companies, as well as what their thoughts were regarding any changes. As soon as the participants in my study understood that I was interested in this issue, the analysts started feeling very passionate about the changes and came up to me to express their opinions even without me approaching them to ask them about this issue.

According to Spradley (1979, p.92) “before proceeding to next interview it becomes necessary to analyse the data collected. This is enabling you to discover the questions to ask in future interview” [sic]. Figure 4.2.1-1 below shows the ethnographer (in this case, myself) collaborating with analysts during periods of fieldwork. This collaboration is subsequently referred to throughout this thesis as the situations involved during ‘PSIRE’.
I also engaged in field observations of events in the companies so that I could discover the situations in which PSI occurs and understand the RE process analysts apply in terms of PSI. Two methods of recording observations were used: note taking and tape recording. According to Fossey et al. (2002), “note taking and tape recording is a useful combination that enables analysis of the material as a whole, while more specific components of interviews can be transcribed in full for detailed analysis” (p. 728). During field observations of events, at the same time as trying to understand what process analysts apply, I built a trust relation with the participants, interacting socially with them during coffee breaks or lunch time. Later I played several soccer games with them to keep up the bond, and I even attended two wedding parties of the participants.

As a result of these field observations, this thesis provides a business process flow chart (see Appendix C) that identifies where PSIRE occurs in organisations. Appendix C represents the organisations’ business process from the participants’ perspective, and reflects information gained from meetings with every team involved in this process. Circled elements indicate when analysts and users were involved and when PSIRE occurred (see Appendix C). While I had gained a very clear idea of the situations that PSIRE could occur in quite early in my study, in order to get in-depth understanding of
the purpose behind the PSIRE applied by analysts during demonstration presentations and after the user accepted a software offer, I requested permission to attend some sessions of demonstration presentations. I also asked permission to attend some meetings (see section 3.6) between analysts and users. These sessions and meetings were tape recorded (whenever possible), and I also took notes. I started observing what actions the analysts carried out during these sessions and meetings. I also asked the analysts’ team leaders for interviews since they were responsible for carrying out demonstration presentations.

4.2.2. Day by Day Descriptive Analysis of Analysts’ Practices

Wolcott’s book on *Transforming Qualitative Data* (1994) answers research questions such as (a) “How do qualitatively oriented researchers transform what they see and hear into intelligible accounts?”, (b) “may a researcher present data solely in a descriptive mode, leaving to the reader – or to a future time – the task of analysis/interpretation?”, (c) are the processes of interpretation and analysis virtually interchangeable, or can a distinction be made between them?, and (d) if a distinction can be made between analysis and interpretation, “should researchers try to accomplish both analysis and interpretation in the same study” or direct their efforts exclusively toward one or the other? (p. 1) Wolcott suggests that the real mystery lies not in how the qualitative researcher gathers data but in how they turn the data into an intelligible account of a phenomenon (p. 1). Wolcott uses the more encompassing term “qualitative” analysis rather than the narrower idea of “ethnographic” research (p. 3).

Wolcott (1994) views “description”, “analysis”, and “interpretation” as the three major dimensions of qualitative study (p. 6), and his work posits definitions and explanations of what he perceives as the distinctions between “description”, “analysis”, and “interpretation” (p. 5); the suggestions and examples provided in his book are strongly influenced by ethnographic research and by studies by other ethnographically-oriented qualitative researchers (p. 7).
Wolcott (1994) discusses how qualitative researchers can best go about using data: the problem of transforming “unruly experience” into an “authoritative written account” (p. 10). Wolcott suggests that there are three major modes of gathering data: “participant observation (experiencing), interviewing (enquiring), and studying materials prepared by others (examining)”. Meanwhile, there are also three alternative approaches to using this data: one can either write an account that stays very close to the data as originally recorded, allowing the data to speak for itself (this approach Wolcott regards as “description”); expand one’s written account “beyond a purely descriptive account with an analysis that proceeds in some careful, systematic way to identify key factors and relationships among them” (“analysis”); or engage in “interpretation” which may not be as restricted by observational data as the “analysis” method is, but rather seeks to make sense of what happens – to look for understanding beyond the limits of what can be explained with certainty (pp. 10-11). Wolcott argues that these three categories, “description, analysis, and interpretation” are not mutually exclusive, but that it is useful to distinguish among the three. He suggests that they may be best regarded as “varying emphases that qualitative researchers employ to organize and present data” (p. 11).

While Wolcott realizes that previous qualitative researchers have sometimes used the terms interchangeably, he offers working definitions of each. Therefore, for Wolcott, “Description addresses the question, ‘What is going on here?’ Data consist of observations made by the researcher and /or reported to the researcher by others. Analysis addresses the identification of essential features and the systematic description of interrelationships among them – in short, how things work. In terms of stated objectives, analysis also may be employed evaluatively to address questions of why a system is not working or how it might be made to work “better”. Interpretation addresses processual questions of meanings and contexts: ‘How does it all mean?’ ‘What is to be made of it all?’” (p. 12).

In his discussion of “description” Wolcott suggests that it is a mistake for qualitative researchers to pass on accounts that are “‘entirely’ in their own words”, that preserve every word spoken by interviewees, or that do not attempt to make sense of things
observed. Passing on such “raw” data (rather than “cooked” data) suggests that the researcher assumes a reader can look at the data and interpret it themselves in an objective or valid way – leaving it up to the reader to overcome “all the problems that the researcher tried to avoid” (p. 13). Wolcott explains that it is a mistake to suppose that this would present “pure” experience because when collecting data the researcher already chooses to include some data and leave out other data. Moreover, if a huge amount of data is heaped onto readers and they are left to sort through it, readers may lose interest or begin to wonder what the point of the study is (pp. 13-14). However, Wolcott states that “thick description” can be achieved. The key here is that “every decision about the appropriate level of detail returns ultimately to the immediate purposes being addressed and to overriding considerations that map a course between extremes of too-selective reporting or hopeless obfuscation. Every detail considered for inclusion must be subjected to a critical judgment: ‘Is this relevant to the account?’” (p. 14). Wolcott warns that if researchers become too concerned with remaining completely objective, they will fall into the trap of treating everything with the same level of detail. Instead, Wolcott states, it is okay if descriptive narratives zoom in and out from wider pictures to smaller detail, and vice versa (pp. 16-17).

Wolcott explains and discusses ten different approaches that could be used by qualitative researchers when organising and presenting descriptions. However, he also explains that “I have used variations and adaptations of these approaches in developing my own narratives, but always in combination, never in the pure forms described below” (p. 17). The first suggestion that Wolcott makes is that qualitative researchers can present their descriptions in (1) “chronological order”. “Events always can be related in the order that they occurred, with relevant context introduced as needed” (p. 17). The second suggestion is that (2) researchers can present a description in “researcher or narrator order” (p. 18). There are logical ways to organize a description other than using a chronological sequence. Instead, the researcher could consider the degree to which a narrator’s story arrangement contains its own internal logic before they decide to rearrange it. Another possibility is (3) “progressive focusing”. With this approach, “the descriptive account may be revealed through a progressive focusing that
goes in either direction, slowly zooming from broad context to the particulars of the case, or starting with a close-in view and gradually backing away to include more content” – or, moving in both directions (p. 18). A further option is to describe (4) a “day-in-the-life”. “This approach can take a reader to the scene of the action. The day-in-the-life need not be interpreted too literally. Readers might be privy to a real or a fictionalized account, an entire day, or some customary sequence of events. A variation is to take readers along on a reconstruction of the first day of fieldwork” (p. 19). However, the researcher must take enough field notes that they actually can later describe a day-in-the-life. The fifth suggestion made by Wolcott is to describe “critical or key event[s]”. This approach circumvents the problem that no researcher can ever tell the full story of events. The researcher can instead choose to “focus on only one or two aspects, creating a story-within-a-story in which the essence (but not the detail) of the whole is revealed or reflected in microcosm” (p. 19). Description can also be presented by arranging it around (6) “plot and characters”, as though the researcher is presenting a play. “First, the main characters are introduced. Then the story is put into motion. At that point the researcher may either fade into the wings or assume the role of narrator” (p. 20). The seventh approach is to (7) focus on “groups in interaction”. Sometimes it is helpful “to create distinct group identities to emphasize differences important to a case”. Such a focus can draw attention to “change agents” (p. 20). Another suggestion is that the researcher can follow (8) “an analytical framework”, since adopting an analytical framework while conducting field work may aid them later on when conducting analysis. Moreover, “adopting any framework imposes structure on the descriptive account” (p. 20). The difficulty here is making sure that the researcher maintains some scepticism as they collect data, so they do not collect data that only supports the preconceived framework. Another useful approach outlined by Walcott is (9), to use the “Rashomon effect”. This means that a researcher presents an event through the eyes of several different viewers, recognizing the idea that there is “not one version of any event but as many versions as there are viewers” (p. 21).

It can be seen that many of the approaches that I followed during field work, analysis, and when interpreting data map to the approaches recommended by Wolcott (1994). For
example, during my fieldwork I wrote day-by-day descriptions of events, and my inclusion of such descriptions in this thesis has been guided the principle of whether the details in a particular description are relevant to the ethnographic account. Meanwhile, I have utilised a number of different approaches when presenting the descriptions: in general terms, I have roughly followed a chronological order when presenting descriptions of events, but when presenting particular stories or comments supplied by participants I have often maintained the order of story or comment that was given by the participant. I have generally tended to first introduce the broad context of an issue in question, a practice, or an event, and then moved toward presenting particulars. By presenting information taken from my day-by-day descriptive analysis I have also been able to give the reader an idea of a “day-in-the-life” of a software analyst, or even an idea of a “day-in-the-life” of an ethnographic researcher such as myself while in the field. Meanwhile, since I could not tell the full story of every event that occurred in the software organisations, I have focused on describing the most important key events. Those events I perceived as having the biggest effect on whether the software organisations obtained a particular client and succeeded in developing software that suited the client were the meetings held by analysts to create the software offer, demonstrations at which analysts showed the software to the client, and meetings held between analysts and clients during which requirements and needs were elicited or validated. At times I have also used an approach similar to what Wolcott (1994) calls the “Rashomon effect”: while my study focuses specifically on the practices of analysts, from time to time I have presented information about an event from the point of view of the analyst and I have sometimes included more than one comment from the analyst team, for example quoting one analyst’s view of an event, a meeting with a client, or of an RE practice, while also presenting a comment made by the Team Leader of the analysts. When first presenting information about the software companies, for example, I described how the management and analysts felt about each other and how they did not entirely trust one another. I also presented quotations showing analysts expressing frustration at how clients behaved, and vice versa.
Poba-Nzaou & Raymond (2013) provide further details of how they assigned data elements to different categories and went about generating an initial framework: their “interpretations derived from the reading and rereading of the interview transcripts (Carroll & Swatman, 2000), and discussions among the researchers led to the development of the initial components of the proposed framework and to their further refinement. Subsequently, a narrative approach was used to describe the case in the form of a narrative report (Langley, 1999). The case description was analysed to discern broader patterns across the adoption process, and this led to the generation of the initial framework”. Meanwhile, “as befits the interpretive nature of this study, our analysis involved interpreting the nature of data elements and assigning a category to them, as well as inferring relationships between data elements […]], usually grounded in inductive pattern recognition (Miles & Huberman, 1994)”.

Table 4.2.2-1a-b below provides an example of how the descriptive analysis form and discussions of analysts’ practices contained in this thesis contribute toward building a theory for explaining and understanding PSIRE (for further examples, see Appendix D).
I attended a software demonstration meeting during which the analysts aimed to show their product to potential clients and to convince them that the software product they had to offer would satisfy the client’s needs. “We represent our software to a client by developing a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment. It really helps us to explain our software functions and connect these functions to a real case [team leader]”. The clients run a goods inventory and they currently have some software that they use in the company. However, their current software is not adequate for their needs and it currently has some issues. This causes problems like the staff of the inventory having problems following an order, missing orders, and difficulties relating to the inventory of items. All of these issues had been made known to the analysts through the sales team report. The analysts went into the meeting with the purpose of telling the clients about their own inventory software which they think will solve the client’s issues. The analysts did a few different things during this meeting. At the start of the meeting, first they clarified the client’s issues. They kept referring back to the sales team report in order to ask about the client’s issues. They then began explaining what their software could do to solve those issues faced by the client. They gave an initial description of their software product’s functionality. It seemed that they did this in order to give the clients some kind of vision about the product’s functions, and in order to increase the client’s participation in the discussion. But the main thing that the analysts did try to convince the client that their product was the right answer for them was to incorporate a live scenario to use during the software presentation. So they didn’t just describe the product and its functions but actually demonstrated it live for the client, giving it a kind of test case and showing that it could do the work the client needed. This meant the analysts actually went into the client’s inventory and began processing items orders using the software they had made. Actually, this live scenario seemed to have two different purposes: one was to try to convince the client to buy the product, but the other was also to use the live scenario to help analysts collect more information about client needs. For example, while using the software in a live scenario, they could show the clients the software while it was actually running, but they could also gain a better immediate understanding of the problems the client was having – and then become better informed about how to identify possible solutions. The analysts first set up the software functions that needed to be running, then described the various software functions, and then demonstrated the software functions as they worked. This included showing the client features such as ‘add new item’ and showing them levels of categorization available. They then used a real case scenario of trying to place a items order so they could show how the software would let the client ‘add item’ and make an item order. For example, they showed the client the interface for making items orders, and they showed the client what would happen. The client actually wanted to have a choice where particular items orders were sent to and therefore needed to have reports in the system. During the live scenario the analysts showed that the software had this capability. The whole time that the analysts demonstrated the software they

<table>
<thead>
<tr>
<th>Feb 1, 2012 - Organization 1 - Pre – Implementation/ Software demonstration</th>
<th>Pre – Implementation/ Software demonstration</th>
<th>Actors</th>
<th>User2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diary Observation (translation, notes)</td>
<td>• Creating a live scenario for the software demonstration</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• The client had some issues with their existing software, as noted in the sales team report, such as their inability to follow the order, missing orders, and difficulties with the inventory of items.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analysts explained what the software could do in order to solve the client’s issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analysts linked the product functions to business process by explaining some of the business process cases to show how product functions cover the client’s business.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meeting Notes</td>
<td>• Analyst Clarify client issues at the start of the meeting.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst uses the sales team report to ask about the client issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst explains that the software will help to solve his issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst presents the software main parts.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst start by the setting functions for the software to be running.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst explains the software functions such as add new item, items level of categorization.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analyst discusses the inventory business process</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Analysts uses a real case to explain the software functions such as add item and make item order through the software.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

130
kept on linking the product’s functions to the client’s business process by connecting some of the client’s concerns about business process (i.e. things that the client said had gone wrong before and various things that they wanted the software to do) to what the software could do. They also discussed the client’s inventory business process with the client. The end result was that they managed to show the client that the product functions could cover the client’s business. There were people present on the analysts’ team and the people sent by the client were the manager of the inventory. During the whole time, the client seemed pretty happy or impressed by the software and at the end of the demonstration the analysts suggested that they thought the client would probably buy it. The tone of the meeting was very business-like and the analysts made sure to be really clear and efficient.

4.2.3. Immediate Interpretations of Events

Walcott (1994) also discusses a number of ways to approach “analysis”. Walcott suggests that “an inherent conservatism and caution” is associated with analysis and that analysis generally shows some restraint (p. 23). While Walcott explains that the word “analysis” is usually accorded a broad meaning – simply the process of “transforming data” – he uses the term “analysis” more specifically to refer to “systematic procedures followed in order to identify essential features and relationships consonant with the descriptors noted above” (p. 24). He suggests that “analysis” is the more factual, hard scientific part of qualitative research, and that no matter what kind of analysis is conducted, if rigorous rules and procedures are followed during analysis, an analysis can be trusted; “analysis is the more orderly, less speculative side of data transformation” (p. 27).

Walcott suggests a number of different ways to approach analysis. One analysis strategy is to (1) “highlight your findings” (p. 29). During analysis, a researcher’s decisions regarding what to focus on become increasingly selective. Smaller amounts of data will draw most of the attention. Here, the researcher could highlight material previously presented, or present the material again with finer levels of detail. The analysis will rely on “reports or summaries”: only “facts” are presented, not a story (p. 30). The second strategy is to (2) “display your findings”. In this approach, graphic representation of findings (charts, diagrams, and figures) may be used rather than prose. Photographs can also be used as “visual facts” (p. 31). The third strategy mentioned by Walcott is to (3) “follow and report ‘systematic’ fieldwork procedures”, such as those used by “ethnoscientists and ethnosemanticists” (p. 32). He recommends Spradley & McCurdy’s The Cultural Experience (1972; 1988) and Werner & Schoepfe’s Systematic Fieldwork
A fourth strategy is to (4) “flesh out whatever analytical framework guided the data collection”. This form of “narrative technique” includes “componential analysis, consensus analysis, content analysis, discourse analysis, analysis of social settings” (p. 33). Another strategy is to (5) “identify patterned regularities in the data”. Here, the researcher discusses relationships between different elements of data and “what-goes-with-what” (p. 33). The sixth strategy Walcott mentions is to (6) “compare with another case”. As long as the comparative basis is appropriate, “controlled comparison between a known case and the unknown case being analyzed offers a way for the analyst to exercise control” (p. 33). The seventh strategy is to (7) “evaluate” (i.e. compare with a recognized standard). Walcott explains that “evaluation is a form of comparison in which some explicit or implicit standard supplies the comparability by which judgments can be made” (p. 33). An alternative along the same lines is that the researcher presents “how those immediately involved or affected evaluate what is going on” (p. 34). Walcott suggests that the qualitative researcher can also (8) “contextualize in a broader analytical framework” “through informed references to some recognized body of theory in one’s special field” (p. 34). A ninth approach is (9) to “critique the research processes”. In the case that the analysis cannot provide any strong level of certainty, the researcher can admit that they have had to engage in some speculation, yet stress that their observations do seem to have specific implications. An alternative is to “focus your analytical attention on the research process itself, becoming your own critic but drawing attention to your methods rather than to your results”, and suggesting what was learned from the experience (p. 34).

The approaches I have used to present and discuss my analysis of the data are also broadly similar to some of those advocated by Walcott (1994). For example, I have chosen, during my analysis, to highlight some of the findings mentioned in my day-to-day descriptions [Walcott’s number ‘1’], and sometimes move on to discussing those findings in more detail. I have also displayed many of my findings through graphic representation such as figures, lifecycles, charts, and appendices, and have supplied some photographs of the software organisations’ work environments [Walcott’s number ‘2’]. Perhaps most importantly, I have sought to identify regular patterns in the data that
might begin to explain why analysts favoured particular actions or carried out practices in a particular way, and I have established and discussed some of the linkages between different elements of the data I collected [Walcott’s number ‘5’]. I have also made sure to contextualize my research and findings by making frequent references to previous research into packaged software, requirements engineering, and SMEs, so that my research is presented in proper relation to relevant literature and my findings discussed in relation to recognized bodies of theory [Walcott’s number ‘8’].

Weber (2010, p.3) defined theory as “a particular kind of model that is intended to account for some subset of phenomena in the world. A theory is a social construction. It is an artefact built by humans to achieve some purpose. It is a conceptual thing rather than a concrete thing”. Gregor (2006, 2007) examines five ways in which the term “theory” has been used in the literature: (1) theory for analysing, (2) theory for explaining or understanding, (3) theory for predicting, (4) theory for explaining/understanding and predicting (EP theory), and (5) theory for design and action. This study fits the ‘explaining and understanding’ theory class. According to Gregor (2006, p.9), “theory for explaining” is suitable when the researcher uses an interpretive paradigm that refers to where – when – how - why events occur. However, this theory is formulated in such a way that making testable predictions about the future is not of primary concern.

Theory for understanding is used for conjectures that are “drawn from a study of how and why things happened in some particular real world situation, these conjectures could form the basis of subsequent theory development, or be used to inform practice” (Gregor, 2007). Research approaches that can be used to develop this type of theory include case studies (Yin, 1994), surveys, ethnographic, phenomenological and hermeneutic approach (Denzin & Lincoln, 2005), and interpretive field studies (Klein & Myers, 2001).

As previously mentioned, the research phenomena of interest in this study are understanding PSIRE at SPSVs and answering the question: “What are the analysts’ practices in the context of packaged software implementation by small packaged
software vendors in Jordan?" Another reason for why this research is directed towards an explaining and understanding theory is the previously identified need to understand the “why and how” behind such practices. Table 4.2.3-1 below provides an example of how the immediate interpretations of events and discussions of analysts’ practices contained in this thesis contribute toward building a theory for explaining and understanding PSIRE (for further examples, see Appendix D).

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Implementation</td>
<td>Software Demonstration</td>
<td>Explaining product functionality</td>
<td>• To give an initial explanation about the product. • To help clients create vision about the product functions, and to increase clients’ involvement and participation in discussion • To present the functionality of the software.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial explanation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Uses the sales team report</td>
<td>• To clarify client issues • Explained what the software could do in order to solve the client’s issues.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>live scenario</td>
<td>• To help enhance understanding of the problem, and simultaneously identify possible solutions. • To convince the client that the software product they had to offer would satisfy the client’s needs • To develop a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Link the product functions to business process</td>
<td>• To present the functionality of the software and identify its need according to the business process.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Discuss the business process</td>
<td>• To understand clients’ needs and their business process</td>
</tr>
</tbody>
</table>

**4.2.4. Higher-level Theoretical Concept of Analysts’ Practices**

The third major aspect of qualitative description Walcott discusses is “Interpretation”. When conducting “interpretation” “the researcher transcends factual data and cautious analyses and begins to probe into what is to be made of them”. Interpretation is therefore distinct from “analysis” (p. 36). One problem Walcott identifies is how far beyond a case itself interpretation should try to reach. “Interpretation is not bound to the
descriptive account as tightly as analysis […] but that does not free the researcher to float away with no discernible link to the case at all” (p. 37).

Walcott suggests a number of ways to approach interpretation. A researcher could (1) “extend the analysis”. If a researcher wishes to be cautious, they could state the implications that could be seen in their data or drawn from their analysis, without explicitly drawing that particular conclusion or implication themselves (p. 40). A second possibility is to (2) “mark and then make the leap”, noting the kind of uncertainty mentioned above but embracing the uncertainty, and speaking of findings or possibilities by way of words such as “inference”, and following “inductive reasoning” “where the conclusion goes beyond the content of the premises and therefore cannot be stated with certainty” (Carnap, 1953, quoted in Sarana, 1975, p. 3) (p. 40). Walcott also suggests that if a researcher has a problem with successfully interpreting their data, they should “take the account as far” as they can with confidence, then stop: “a weak interpretation is better than no interpretation at all” (p. 41). A different approach is (6) to “turn to theory” (p. 43). Theory may not only assist analysis, but also aid interpretation, especially for linking case studies with larger issues. A seventh option is (7) that rather than using theory as an interpretive framework, the approach consists of actually developing such a framework, and possibly testing it on original data. Another option is to (8) “connect with personal experience”. An interpretation can be personalized (stating “this is how I see it all”) or made personal (such as by saying “this is how the research experience affected me”) (p. 44). This second approach was referred to by John Van Maanen as the “Impressionist Tale” (Van Maanen, 1988, pp. 101-124). Walcott suggests that the best way to balance the three ways of presenting qualitative work – description, analysis, and interpretation – always depends on “the purposes of the research” (p. 46). According to Walcott, “description, analysis, and interpretation are the three primary ingredients of qualitative research. And they too are variously combined to achieve particular purposes. No single combination can be regarded as best, nor is a researcher required to include all three” (p. 49).
My interpretive methods align with those Walcott suggests a qualitative researcher could use. In the interpretations I offer here I have sought to build upon points I made in my initial analysis (my immediate interpretations of events), after engaging in further reflection, validation of results, and reference to past literature. While I have mostly constructed theory and a theoretical framework based on definite observations and recurring themes and events, I have also provided some interpretations that go beyond what can be stated with absolute certainty. However, I have always signposted those points where I engage in speculation. Lastly, as Walcott also advises, I have not sought to rigidly allocate equal amounts of attention to the different dimensions of presenting qualitative research – description, analysis, and interpretation – but have combined the three approaches in the way that I perceived best suits the purpose of the research, best suits the ethnographic approach used, presents my findings in the most effective and understandable way, and best allows me to answer my initial research questions.

Interpretations were conducted to derive higher-level concepts that would comprise the theoretical constructs in PSIRE to reach a higher level of abstraction (Khoo & Robey, 2007). For example, “live scenario software demonstration” was conceptualised as a strategy that was intended to help analysts convince clients about a software solution, as they demonstrate and discuss a possible solution. Each process or practice is a general name for specific instances of the phenomenon as being part of a conceptualised grouping and is described via an analysis of these respective concepts and by the study of some theories taken from previous literature in this field.

Figure 4.2.4-1 below provides graphic representation of various practices used by analysts during PSIRE and shows when they occur during PSIRE: either in the Pre-Implementation phase, or used During Implementation. The figure also demonstrates that there are different major processes involved in each phase, such as a ‘Feasibility Study’ and a process of ‘Identifying Misalignments’, and processes of ‘Installation’, ‘Assessments’, and ‘Software Demonstration’. The practices used during PSIRE are also aligned with the process that they assist and/or inform.
Figure 4.2.4-1 Graphic representation of various practices

Figure 4.2.4-2 shows how discussions of analysts’ practices contained in this thesis contribute toward building a theory for explaining and understanding PSIRE (for more examples relating to ‘live scenario’ software demonstrations, see Appendix G).
Limitations to the Investigation of Events

During my research the information gathered and analysed pointed out that some events in the organisations need to be investigated in more detail. For various reasons I did not have the possibility to engage in further in-depth investigation of some of these events. For example, I learnt that analysts were writing a report to evaluate the time and cost efforts that would be involved in customising a software package. However, the participants chose not to share with me any specific information related to writing the report and its influence on the PSI. Since I was not allowed to participate in this part of the process, I could not make a sound evaluation about the relationship between writing the report, its content, and PSI. However, it is likely that the steps involved in actually writing the report or the template of the report itself is not as significant to the outcome or process of PSI as the practical work that underpins the actual production of such a report.
One more part of the process of gathering the users’ initial needs that I was not able to investigate in any detail was the use made of sales team reports. From what I could gather, sales team reports provided the analysts with information about the user’s organisational structure and size. However, the analysts themselves did not believe that PSIRE starts before the demonstration takes place and asked me not to bother the sales team with PSIRE questions. Since permission to interview the sales team or seek more details about the sales team report was not granted, I had no choice but to omit the investigation of this theme. Table 4.2.5-1 presents information relating to the reasons why some themes were not investigated further in the current research.

<table>
<thead>
<tr>
<th>Where</th>
<th>When</th>
<th>How</th>
<th>Why</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demonstration presentation</td>
<td>Pre-Implementation</td>
<td>Evaluation report</td>
<td>➢ To evaluate the effort of cost and time required customising the software</td>
</tr>
<tr>
<td>Limitation on research</td>
<td></td>
<td></td>
<td>➢ The participants did not agree to discuss the information written in their analysts’ report. I received a high level description of it, but this was not enough to let me understand the report content and how it related to PSI.</td>
</tr>
<tr>
<td>Demonstration presentation</td>
<td>Pre-Implementation</td>
<td>Sales team report</td>
<td>➢ To provide users’ organisation structure and size</td>
</tr>
<tr>
<td>Limitation on research</td>
<td></td>
<td></td>
<td>➢ Participants asked me to avoid interacting with the sales team in terms of questioning them about elements of the requirements determination process that happened before demonstration presentations occurred. They said that managing software specificity and generality in packaged software started from their demonstration presentation, and that what they got from the sales team was not important. While I did not agree with this, I could not conduct further investigations without permission. However, permission to interact with the sales team was never granted.</td>
</tr>
</tbody>
</table>

### 4.3. Theory and Generalisability

The conceptual definitions of theory and generalisability are controversial topics in the information systems literature. Researchers have offered a range of viewpoints on the validity of generalisations in qualitative research or methods used to enhance generalisability (Klein & Myers, 1999; Gregor, 2006, 2007). The definition of ‘theory’, what it involves and what it can do have similarly been explained in a range of ways (Klein & Myers, 1999; Gregor, 2006, 2007).
Lee & Baskerville (2003) clarify the concept of generalisability in IS and present “a framework for classifying its different forms”. Lee & Baskerville state that generalisability refers to “the validity of a theory on a setting different from the one where it was empirically tested and confirmed”. “The generalisability of an IS theory to different settings is important” not only for research but also “for purposes of managing and solving problems” faced by corporations and organisations.

Lee & Baskerville (2003) go on to stress that generalisability does not have to rely on quantitative data, on sample bases, or on statistics – researchers engaged in qualitative research can make claims about generalisability that are suitable to their own research. Induction can involve “reasoning from data points in a sample to an estimate of a population”, even though, as identified by David Hume, there are problems involved with such induction.

Following from Hume’s infinite regress theory, acceptance of which would seem to mean that “we cannot generalise at all (Campbell & Stanley 1963)” (Lee & Baskerville, 2003), Lee & Baskerville note that increasing the size of a sample or the number of test cases may improve the reliability of a study (meaning that the procedure used could be reapplied by the same researcher or another researcher), but it cannot increase “the generalisability of a study to its population” (Lee & Baskerville, 2003). This is because we cannot make claims that transcend the available data. Lee & Baskerville (2003) identify this as one of the limitations of statistically-based induction.

According to Lee & Baskerville (2003) generalising can occur in four different ways: “from empirical statements to other empirical statements, from empirical statements to theoretical statements, from theoretical statements to empirical statements, and from theoretical statements to other theoretical statements”. Yin (1984, 1994) had earlier made similar observations, explaining that researchers can “generalise from a sample to a population, from experimental subjects to experimental findings, and from a case study’s findings to a theory” (Lee & Baskerville, 2003).
Lee & Baskerville (2003) build their framework on the four kinds of generalising identified above, referring to them as Type EE (Generalising from Data to Description), Type ET (Generalising from Description to Theory), Type TE (Generalising from Theory to Description), and Type TT (Generalising from Concepts to Theory). The first type, EE, is sometimes used in ethnography, but when data is collected in this way, especially via interviews and speaking, the ethnographer has to continually assess the believability of the information harvested. If their assessment suggests to them that the information is believable, then the data receiving a favourable assessment may be “generalisable to a valid descriptive statement”. However, the researcher cannot suggest that the descriptive statement thus constructed is generalisable “beyond the domain that the researcher actually observed”. This would remain true even if the researcher increased the number of people interviewed. All such an increase would achieve is establishing that the data obtained can be generalised to the findings of that particular experiment. The researcher still cannot generalise about parts of the domain that they have not observed (Lee & Baskerville, 2003).

Most pertinent to my thesis is generalisability Type ET, ‘Generalising from Description to Theory’. Here, the researcher generalises from empirical statements to theoretical statements (Lee & Baskerville, 2003). This type can involve two kinds of generalising: “the generalisability of measurements, observations, or other descriptions to theory, and the generalisability of the resulting theory beyond the sample or domain that the researcher observes” (for example, parts of an organisation where he/she has not conducted interviews or collected data) (Lee & Baskerville, 2003).

Yin (1984, 1994) also writes about this form of generalisation, including generalising from “experimental findings to theory, generalising from case studies to theory, and generalising from population characteristics to theory” (Lee & Baskerville, 2003). Yin focuses especially on case studies and suggests that the empirical descriptions in a case study can be generalisable to a valid theory if the researcher has been careful to include multiple sources of evidence, use a case study database, and engage in member checking. Such care would ensure quality descriptions. However, the difficulty still
remains of whether it is possible “to claim that a theory will remain valid beyond the observed case”, because this seems to require accepting “the uniformity of nature proposition” that Hume finds issue with (Lee & Baskerville, 2003).

The interpretive IS researcher Walsham has expressed approval of Yin’s work, yet rather than suggest (like Yin) that the empirical descriptions in a case study have no generalisability beyond their given case, “Walsham explains that beginning with facts or the rich description of a case, the researcher can generalise to concepts, to a theory, to specific implications, or to rich insight” (Lee & Baskerville, 2003). Klein & Myers (1999) also accept the possibility of generalising from empirical statements to theoretical statements and refer to it as “the principle of abstraction and generalisation” (Lee & Baskerville, 2003).

Lee & Baskerville (2003) also mention that Glaser & Strauss’s (1967) grounded theory also suggests that “theory is grounded in descriptive categories and relationships that emerge from properly collected and coded data”. They note that this is the same phenomenon as generalising from empirical statements to theory, and that Eisenhardt (1989) accepts the validity of both Yin’s (1984, 1994) case study method and Glaser & Strauss’s (1967) grounded theory.

Lee & Baskerville (2003) observe, therefore, that “the notion of the generalisability of empirical observations to theory is well developed” and that “criticisms that case studies and qualitative studies are not generalisable would be incorrectly ruling out the generalisability of empirical descriptions to theory” (Lee & Baskerville, 2003).

The final conclusion by Lee & Baskerville (2003) is that “in a case study, the researcher may appropriately strive to develop a theory that is generalisable within the case setting” and that it would not be appropriate to criticise such “a theory for a lack of generalisability to other settings”, because whether dealing with qualitative or quantitative research, “there is only one scientifically acceptable way to establish a theory’s generalisability to a new setting: It is for the theory to survive an empirical test in that setting” (Lee & Baskerville, 2003). They argue that “if there is a quality of case
studies that might merit criticism, it would be a lack of ‘particularisability’” – i.e. that the theory cannot be transferred to descriptions of another setting (Lee & Baskerville, 2003).

4.4. Evaluation of the Research

An explaining and understanding theory (Gregor, 2006) aims at explicating how, when, where, and why events occurred. All alternative explanations should be scrupulously examined and assessed for internal validity. Justification for the contribution of knowledge provided by this type of theory is made primarily on the basis of whether new or interesting insights are provided, as well as whether or not the outcome of the study seems plausible, credible, and consistent.

Schultze (2000) explains that the main criteria for evaluating the quality of ethnographic work in general were established by Golden-Biddle & Locke (1993). According to Golden-Biddle & Locke, there are “three dimensions central to writing a convincing and publishable ethnography. These were authenticity, plausibility, and criticality” (Schultze, 2000). What Golden-Biddle & Locke refer to as ‘authenticity’ has, however, often been expressed by other theorists in terms of ‘reliability’ and ‘validity’. Although an ethnographic study cannot be replicated, Schultze (2000) suggests that in ethnography, reliability may be established if readers feel that the ethnographer has been reasonable in how they interpret events. Therefore, this study utilises a consistent process for data analysis which is fundamental to determining the credibility of findings. At its core, the approach supports the transformation of raw data material into themes and categories. There are several possible ways that this process could be applied, but the fundamental rule in using this approach is to describe the process in all its possible details, so that the reader will agree that the final outcome generated and the results extrapolated from the data collected seem plausible (Gregor, 2006).

Moreover, the philosophical foundation of the interpretive approach in this study was supported by multiple constructions and interpretations of the events. Using multiple methods of data collection and having various sources for the collected data provided
the data with depth and richness and reduced bias. Credibility and authenticity were achieved by presenting experiences and descriptions of the events by both the participants and the researcher. In cases where it was suitable, a quotation from the participants was presented. Otherwise, the events were described with subtle details adopted from participants’ perspectives and activities.

‘Validity’, meanwhile, relates to “the representativeness of the data and the truthfulness of an ethnographer’s interpretation” (Schultze, 2000). Validity in ethnography can be assisted by the ethnographer’s collecting large amounts of different kinds of data. To achieve validity within this current research, data collection took place over a period of 7-8 months. This was a long enough period to build a rapport with participants and gain their trust. This, in turn, increased the rigor and trustworthiness of the findings. The data collection methods were: interviewing the participants, participants’ observations, and focus groups. However, the data collected by these methods has been expressed through descriptive analysis notes which reflect a day-by-day analysis of analysts’ practices (as shown in Appendix D). Collecting data via multiple methods allowed more reflexivity in the analysis of the data and assisted understanding of the data.

‘Plausibility’ and ‘criticality’ are other factors that need to be considered when evaluating the quality of an ethnographic study. Plausibility in ethnographic analysis can be assisted by adhering to elements of the academic article genre, by justifying the research presented and how it fills gaps or creates a new understanding, and by aligning findings with common experiences (Schultze, 2000). The research must be made “relevant to the concerns of the intended audience”. Schultze notes that in her own study, she “enhanced plausibility by motivating the need for practice-oriented research”, “by pointing to calls for such research in the literature”. Criticality can be obtained by “challenging readers to pause and think about a specific situation”, provoking readers to answer questions, or “guiding readers through imagining ways of thinking and acting differently” (Schultze, 2000).

Schultze’s main conclusions are that knowledge work has “three informing practices: expressing, monitoring, and translating” (Schultze, 2000) and that what underlies each
of these practices is the knowledge worker’s aim “to balance subjectivity and objectivity” (Schultze, 2000). This study has aimed to follow methods such as those outlined by Schultze (2000) and (Gregor, 2006, 2007) in order to maintain the validity and rigour of the study. In Table 4.4-1a-c below, I have adopted Schultze’s (2000) criteria for assessment of the quality of my own ‘ethnographic’ contributions to this research.

<table>
<thead>
<tr>
<th>Evaluation criteria for ethnographic research</th>
<th>Chapter 5 provides realistic descriptions of aspects of the analysts’ practice lives, my own daily descriptive analysis augment this material</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Everyday life as lived by members of the field:</strong></td>
<td>Practices, requirements engineering, and technical vernacular are used</td>
</tr>
<tr>
<td><strong>Vernacular of the field:</strong></td>
<td>Chapter 5 &amp; 6 provide frequent reflections upon the analysts’ practice lives, my own daily descriptive analysis forms &amp; Immediate interpretations of events analysis augment this material</td>
</tr>
<tr>
<td><strong>What members think about their lives in the field:</strong></td>
<td>Actors and their roles are made explicit in the analysis of Chapter 3 section 3.4 and my own daily descriptive analysis forms</td>
</tr>
<tr>
<td><strong>Who the ethnographer talked to and observed:</strong></td>
<td>Explicitly defined in Chapter 3 section 3.3.6 &amp; 3.3.7</td>
</tr>
<tr>
<td><strong>The nature of the researcher’s relationship with various categories of people in the field:</strong></td>
<td>As a participant observer, I was not seen as an ‘outsider’ as a classic ethnographer might. However, Chapter 3 section 3.3.6 &amp; 3.3.7 and Appendix D provide the challenges I faced in term of culturally sensitive issues and data I could not discuss</td>
</tr>
<tr>
<td><strong>The response of others on the scene to the researcher’s presence:</strong></td>
<td>The prior work experience of the researcher as an analyst could be considered as providing a base of pre-understanding</td>
</tr>
<tr>
<td><strong>Researcher’s pre-understandings of the studied scene:</strong></td>
<td>Motivation for the study is explicitly outlined in Chapter 1</td>
</tr>
</tbody>
</table>
Table 4.4-2b Comparison of this research against the evaluation criteria for ethnographic research

<table>
<thead>
<tr>
<th>Authenticity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Researcher's length of stay; start and end dates of the research;</td>
<td>The method section describes that I was in the field for 7 months. However, the rich data has been collected from Feb to April 2012</td>
</tr>
<tr>
<td>The relationship between the field notes and the written up ethnography;</td>
<td>In discussing my own informing practice of translating, I describe how I used my field notes during my data analysis phase, and I used description forms for the field notes. The field notes constitute raw data to the study, and are featured in most chapters, either as support for argument based on reflections or as data for analysis as in Chapters 5, 6 &amp; 7.</td>
</tr>
<tr>
<td>Presenting &quot;raw data&quot; like field notes, documents, and transcribed interviews;</td>
<td>Extensive excerpts from the field notes are presented throughout the study, esp. in Chapter 5, Chapter 6, and Chapter 7.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Plausibility</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhering to academic article genre;</td>
<td>This manuscript adheres to the doctoral thesis genre in that it follows a fairly standard thesis structure, formatting conventions, and few conferences and journal publications</td>
</tr>
<tr>
<td>Justifying the research and differentiating its contribution through the identification of gaps in our understanding or the development of a novel theoretical approach;</td>
<td>Chapter 1 has presented the justification for the work, and summarised the contributions arising from the study. Chapters 5 and 7 have presented the novel theoretical contributions of PSIRE through a focus on analysts’ practices.</td>
</tr>
<tr>
<td>Normalizing atypical research conditions and aligning the findings with common, everyday experiences.</td>
<td>The descriptive analysis for each process in Chapter 5 and 6, serves to normalise the research in the everyday context of the actors.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Criticality</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cultural juxtaposition;</td>
<td>By positioning myself as an analyst and comparing and contrasting my practices with the participants; and institutional cultures.</td>
</tr>
</tbody>
</table>
### Table 4.4-3c Comparison of this research against the evaluation criteria for ethnographic research

<table>
<thead>
<tr>
<th><strong>Self-revealing account</strong></th>
<th><strong>Use of personal pronouns;</strong></th>
<th>“The use of &quot;I&quot; is pervasive in the descriptions of my own informing practices as well as in the excerpts from the fieldnotes; this consistently highlights my role as narrator” (Schultze, 2000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Age, gender, and race, epistemological assumptions and theoretical point of view;</strong></td>
<td>To give readers a sense of who they are following through the field, I present myself as a single, 30 year old man; I do not mention my race and cultural background, as these seem irrelevant to the subject matter and my relations with participants in the field as I was of the same race as the participants;</td>
</tr>
<tr>
<td></td>
<td><strong>Disclosing details that present an unflattering picture of researcher, e.g., mistakes made;</strong></td>
<td>In both the method section and the description of my informing practices, I discuss problems with employing such a high-risk strategy of data collection; Chapter section 3.3.6, 3.3.7 and 3.10. I give examples of mistakes I made with respect to the type of the data that I could collect and discuss, and the data collection approach in regard to interacting with participants;</td>
</tr>
<tr>
<td></td>
<td><strong>Rendering canonical the problematic and less-than-optimal research conditions.</strong></td>
<td>While I faced a challenge in terms of restrictions being placed on the types of questions I could ask within the organizations and the types of data I could discuss (see section 3.3.7), I found that following the kinds of analytical approaches for qualitative research advocated by Walcott (1994) and Sandelowski (2000) was beneficial</td>
</tr>
<tr>
<td><strong>Interlacing &quot;actual&quot; and confessional content</strong></td>
<td><strong>Interlacing self-reflexive and autobiographical material with &quot;actual&quot; ethnographic material;</strong></td>
<td>“I avoided the trap of constructing a purely methodological and self-absorbed account of my trials and tribulations as an ethnographer;” (Schultze, 2000)</td>
</tr>
<tr>
<td></td>
<td><strong>Limiting autobiographical material to information that has relevance to the subject of the research.</strong></td>
<td>I “did not elaborate on my race and cultural background as these did not appear relevant” (Schultze, 2000). However, broader ‘cultural’ dimensions have been impacted by cultural sensitivity issues related to the Jordanian context in the study</td>
</tr>
</tbody>
</table>

### 4.5. Summary

The data collected during my ethnographic study was primarily qualitative and was analysed using a congruent data analysis strategy. By following an inductive approach, I allowed theory to emerge from the raw data. Data analysis must be carried out in a way
that ensures that the analysis will be valid and that findings will be credible. The data collected in this study initially via participant observation was put through three stages of inductive analysis, during which I found that first low-level codes. The initial raw data was coded inductively, using key-point coding. Initial codes were developed, based on a frequency-based approach. While I faced a challenge in terms of restrictions being placed on the types of questions I could ask within the organisations and the types of data I could discuss, the approach I followed was similar in kind to the types and arrangement of approaches advocated by Wolcott (1994). Wolcott, writing about transforming qualitative data into useful insights, posits that qualitative research involves three major and distinct subsections or phases, within which researchers may take up different approaches to presenting data. He refers to these wider phases as “description”, “analysis”, and “interpretation”. The methodology I followed also divided my qualitative analysis into these three different forms, as indicated in Figure 4.2-1 above. Through field notes detailing events and participant observation and day-by-day descriptive analysis, I fulfilled the “description” form of qualitative inquiry discussed by Wolcott. My immediate interpretations of events and day-by-day descriptive analysis presented facts relating to what I had observed and then sought to identify interrelationships between different events, ideas, and processes involved in PSIRE.

In terms of practices of generalisation, my study could be said to follow the practice of ‘Generalising from Description to Theory’ (generalisability Type ET) discussed by Lee & Baskerville (2003). Here, the researcher generalises from empirical statements to theoretical statements (Lee & Baskerville, 2003). In this thesis I have aimed to put forward new theory for ‘explaining’, such as discussed by Gregor (2006), in order to explain ‘when – how – why’ events occur, and theory for ‘understanding’ (Gregor, 2007) that builds on conjectures about what events happened and can be used to inform practice. The discussions of RE practices contained in this thesis contribute toward building a theory for explaining and understanding PSIRE and are accompanied by my provision of a business process flow chart identifying where PSIRE occurs in
organisations (see Appendix C) and (in Chapter Seven) a Star Diagram showing the Parallel Processes involved in PSIRE.
Chapter 5 Findings & Results: Analysts’ Practices

5.1. Introduction

The previous chapter presented the data analysis approach utilised in this study. This chapter explains how the chain of results was developed through application of the data analysis strategies described. In particular, this chapter provides a detailed account of the application of the chosen analysis strategies and how this allowed the theory to emerge.

This chapter draws on data collected from the software companies from December 2011 - June 2012, and is divided into two parts. In the first part, I describe with ethnographic detail the course of events taking place when Packaged Software Implementation Requirements Engineering (PSIRE) was enacted. In doing so, I address a pre-implementation stage in PSIRE that includes (1) a software demonstration request, (2) the mechanisms of a software demonstration, (3) the mechanisms of scoping, (4) the development of a software offer, and (5) assessment of pre-implementation. The second part of this chapter addresses a detailed analysis of analysts’ practices and activities in PSIRE, based on an ethnographic account. In particular, I address elements of the implementation stage that include (1) the mechanisms used to identify misalignments, (2) the mechanisms of assessment of misalignments, and (3) responding to users’ needs and to misalignments.

It should be noted that this study presents the first account of packaged software implementation with a focus on requirements engineering practice within SPSVs. This chapter provides not merely a chronological description of activities and events, but rather a theoretically informed explanation of how actions and events unfolded over time and led to a particular outcome.
Section I: Pre-Implementation

The pre-implementation practices in this study resemble such feasibility studies as those used in RE practices at a high abstract level and so involve dealing with software objectives, time, budget, project scope and domain solutions.

[They] identified scope creep as one of the major factors contributing to the failure of packaged software implementation [Al-Mashari & Al-Mudimigh, 2003]

“Organizations should reduce the implementation time frame because it decreases the opportunity for implementing customisations” [Haines, 2009]

In this section, I address a pre-implementation stage in PSIRE that includes (1) a software demonstration request, (2) the mechanisms of a software demonstration, (3) the mechanisms of scoping, (4) the development of a software offer, and (5) assessment of pre-implementation.

5.2. Software Demonstration Request

In packaged software implementation, sales and marketing teams and analyst teams work together in order to organise and provide software demonstrations to potential clients. In this section, I discuss the mechanisms of how these teams interact to set up and run software demonstrations.

5.2.1. Search for Potential Clients

The organisations participating in this study both have an internal marketing department looking for potential clients on a daily basis. They may also find clients via personal networking carried out by individual staff members of any department within the company. For example, the internal marketing department of Organisation One has created an internal database resource that provides information about clients to other departments within their company, such as sales, analysts, top management and development. They are therefore able to find a variety of information about potential clients. The database contains records relating to about 25,000 potential clients. Of these 25,000 records, 12,000 are active, which means that the marketing team contacted those clients within the last three months. The potential clients’ record status changes to
inactive if the marketing team’s last contact with them was over three months ago. The company developed their approach toward managing clients’ information from a marketing perspective and they developed their own tool to manage such information.

*It is a long process. Listen, first, we have our marketing team who call a lot of companies to find out if they are interested in any type of software that we provide… We keep updating our database about potential clients. We got this information from newspapers, searches on the internet, different ministry websites such as ‘education’, ‘manufactory’ and so on… The important thing for us is to find out if they are looking for a software product to use. This of course depends on their kind of business… so we try to advertise our software product to them… most of the time they ask to send information about our software product so we tell the sales team to visit them…. Before such a visit happens we try to get as much information as possible about the potential clients, such as their business type [Marketing Manager]*

In fact, I discovered that the marketing team usually begin the interaction with potential clients through phone calls and emails in order to arrange a meeting between them and the software sales team. The sales team then meets with the potential client in order to explain further detail about the software that their company provides. At these meetings, the sales team collects information about the potential client’s company structure. After this, the sales team arranges a demonstration presentation about the software, which is to be carried out by the analysts. The sales team then completes meeting minutes and a customer analysis form that is used by analysts to prepare for their demonstration of the software. However, once more, the description of this process still leaves some questions about the process unanswered. For example, how do the customer analysis form, the client’s company structure information, and the software demonstration request impact on how the analysts’ team approach a demonstration presentation?
5.2.2. Software Demonstration Request form

Analysts in the companies considered in this study frequently receive requests for software demonstrations. The discussion below shows one such example.

Client Name: A
Address: AAA
Demonstration Request: Yes
Time and Date:
Request From: G
Client importance: high
Place:
Client Description: Client A. is a primary and high school that includes 60 employees and 3000 students. A. has about 21 users of the packaged software “School Management System (SMS)”. Client A. has 5 departments that use SMS: Students’ information, School clinic, School Library, School enrolment, and Financial department.
Client A. used a SMS at their school. However, Client A. is interested in replacing their SMS. The reason for this is that the current SMS does not support the central database. In other words, the five departments are not connected with each other through the SMS so they normally send their transactions relating to student profiles manually via paper documentation.

[Demonstration Request Form Information]

In this case, analysts received a software demonstration request via their sales and marketing teams. The request form that was used was filled in by the sales and marketing teams through the use of a software tool that the analysts’ organisation had developed in order to facilitate the exchange of information and to manage work. The tool is used to frame the day-to-day work of the analysts’ staff at the company site. Even without possessing any prior knowledge about the analyst organisation involved, one can note much about this interaction. For example, the request form is presented as a formal document that uses technical language and business language that is addressed to an audience familiar with this particular field of software functionality. For example, the sales and marketing team explain the client’s business problem of a lack of integration and knowledge transfer between departments. Meanwhile, the form also mentions problems arising from the client’s use of a decentralised database.

The form also mentions the client’s issues, organisation structure, current status and the kind of changes to their system the client is seeking. However, there are some issues of importance that cannot be understood simply by reading such a text as the one above. For example, the text above leaves unknown what mechanism the analysts’ team uses to
respond to a software demonstration request. Additionally, it leaves unexplained how such a request form is created at the sales and marketing team site.

### 5.2.3. Response to Software Demonstration Request

The customer analysis form, client’s company structure information and software demonstration request information help us to decide on software demonstration mechanisms... you know, it helps us decide what different issues impact on our choice and how the client’s type impacts on our choice... for example: the number of users within a company lets us decide if we are going to demonstrate a VB.NET solution that is more expensive and serves a greater number of users, or a VB6 Solution that is less expensive and can serve only a limited number of users...sometimes clients have issues outside our work domain, so we just cancel the software demonstration...[Team Leader]

The response to a software demonstration request is prepared by the analysts. The analysts in one of the organisations I observed could choose to respond to such a request by selecting one of two different types of software solutions provided by a ‘drop down menu’: VB.NET solution and VB6 Solution. These solutions are linked to the services they provide. To help the analysts decide upon the solution and also the limitation of the work domain of the analysts’ company, discussion meetings are held, involving the sales, marketing and analysts teams. During these detailed discussions, the teams carefully choose which solution to offer in the given circumstances.

The comment quoted above shows one analyst’s perspective on the importance of various sources of information. With this example, I am not able to provide any detailed information about the meeting discussion since it is confidential. However, in general, the discussion during this meeting related to the client analysis form, the client’s company structure information, and the software demonstration request information. The following points address how these factors impact upon analysts’ decisions about which software product solutions to offer. I have represented the factors from an IS point of view.

- Clients’ organisation size; the number of users, departments, transactions, and the relations between the transactions, number of database records, and level of security required.
Clients’ issues; the limitation of the work domain of the analysts’ company, and the limitation of the software product solution. Sometimes analysts may not be able to solve some of the client’s issues because they are beyond the scope of the product solutions.

Some factors relating to a business point of view and to sales perspectives, such as seasonal issues and financial problems faced by the software company, are beyond the scope of this study.

In this section I have discussed how analysts respond to the software demonstration request, and the factors that might impact upon their decisions regarding possible solutions. In the next section, I discuss the mechanisms of the software demonstration.

5.3. Mechanisms of Software Demonstration

There was strong consensus that software demonstration for packaged software should be considered as to convince the users that alternative solutions may exist, even if they do not serve as existing process surrogates or become (part of) the solution [General Manager]

5.3.1. Analysts’ Roles during pre-implementation

The software we present is based on the notes from the sales team about the client’s interest in potential software. Then we present the functions of the software that supports the client’s business..... I think that helps us to convince the client to buy the software ....but how can we convince the client? We try to present the key functions that will benefit the client’s business. You need to stress what is important for them, and show them that you understand their needs and that you are the right people to design software for them that satisfy their business process; so we explain the software functions and how these functions cover their business. In many cases the client may wish us to focus on their particular issues if there are any. So we try to show how the software could help them to solve their particular problem.... keep in mind, our software may have some features that are relevant to the client’s needs and other features that are less relevant. Of course, once we demonstrate some features, the client may decide on some new requirements, thinking those requirements very attractive when they did not initially consider them to be requirements. We will perceive even these new requirements as part of the initial requirements [Team Leader Organisation one]

Various insights about software demonstration can be derived from the above comments if we take them as representative of what the whole team of analysts does during a software demonstration. For example, it can be discerned that analysts consider the importance of a software demonstration from two dimensions: one is the business
dimension which consists of presenting a possible solution to the client’s issues and convincing the client to buy the software; the other dimension relates to software analysis, as the client might recognise new requirements and features in addition to those they initially perceived as requirements.

Before, the sales team made a software demonstration. But we found out that they just talked without understanding the software so sometimes they mentioned the wrong things to our client. The sales team is useless when making a software demonstration because they did not develop the software [General Manager Organisation one]

One insight that can be derived from the comments above is that the analysts’ roles have changed from only collecting requirements and software analysis to also engaging in the pre-sale of their software. In this company, the software demonstration was always carried out by the analysts. It seems that this was likely due to the understanding that analysts were the only ones who knew how the software is built, how it works, and how to explain it. It also appears that it was thought more likely that the client will buy the software if he/she feels the software solves their problems and helps them achieve their objectives – and the analysts may be better at explaining such issues than the sales team. Analysts approach the software demonstration from the perspective of convincing the client to buy the software, and from the perspective of identifying misalignments. This requires skills, knowledge and experience in packaged functions and how they relate to each other. It appears that in this organisation, at least, the sales team did not possess such knowledge and capabilities.

5.3.2. Software Demonstration utilising a Live Scenario

We represent our software to a client by developing a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment. It really helps us to explain our software functions and connect these functions to a real case [Team Leader]

In this section I draw on one observed case in which a team of analysts demonstrated the software “Restaurant management system” for clients. The marketing and sales team contacted a client organisation in order to set up a demonstration presentation that would be conducted by the analysts’ team. In this case, the team of analysts started preparing for the demonstration presentation by using the sales and marketing team’s report about the client’s organisation structure and the initial issues involved. The
analysts set up the demonstration presentation by creating a live scenario for the software demonstration. The reason behind this was that “Restaurant management system” software includes hardware functionalities, such as using a personal digital assistant (PDA) to take customer orders, and software functionalities, such as representing menu items, and the analysts believed that the system capabilities could be most effectively demonstrated with a live case.

The client had some issues with their existing software, as noted in the sales team report, such as their inability to follow the order, missing orders in the kitchen, and difficulties with the inventory of items. During the demonstration process analysts explained what the software could do in order to solve the client’s issues. They listed a set of functions that the software provided, such as making it easy to take an order, making sure the kitchen receives the order, helping the cashier to receive the payment required, and creating a record of their being paid. The team of analysts then sought to represent these functionalities by using a live scenario that allowed them to link software functionalities to the business case. The team leader of the analysts explained to me that creating a live scenario of a business case through software demonstrations was usually capable of delivering the possible solution that the client needs.

During the particular case mentioned above, the client was facing an inability to follow food orders, and orders not being relayed to the kitchen. However, during the demonstration, the analysts used a PDA to place an order from a menu item on the client’s actual menu, and then showed that the order had been sent to the kitchen printer.

In this case, the business dimension of the demonstration was covered through the live scenario which showed the software’s capability to solve the client’s issues. This helped to convince the client about the software product. Meanwhile, initial requirements were also collected. In this case, the client had two different types of menu: one for local customers and another for tourists. The client also had three types of service: takeaway, delivery, and internet service. After the live scenario demonstration the client asked for each different kind of service to have its own printer in the kitchen site, so that when the PDA was used it would not send all orders to the same printer.
In summary, it was clearly beneficial to plan the software demonstration by focusing on the client’s specific issues and to develop a live scenario, as this best showed that the analysts had a possible solution to the client’s business process needs. It should be noted that in this case, the client accepted the software offer after the software demonstration.

5.3.3. Time Constraints and making ‘good enough’ demonstrations

The flexibility that we want to have during software demonstration is constrained by a time limit since we only have one hour and a half to present our software.....so we have to do our best to explain our software functions to the client.....Our strategy is not to make the client stay for a long time in the software demonstration.....we do not want to make the client feel tired and we do not want to spend a lot of time explaining software that really needs months to explain; rather, we focus on the main issue and provide a live scenario through which the software can demonstrate a possible solution....[Team Leader]

From the above comments it can be observed that constraints on the time allowed for software demonstrations made analysts concentrate on very specific client issues during demonstrations. In response to such limitations, analysts created strategies that related closely to the client’s business processes, and in which they tried to minimise coverage of unnecessary information in order to help the client feel comfortable. Of note is that the analysts focused on the business dimension more than on the software analysis dimension. This is understandable given that the software offer had not yet been accepted by the client.

5.4. Mechanisms of Scoping and Creating a Packaged Software Offer

The scoping process involves software analysis through the discussion of high level modification requirements and new features. Without scoping, the software implementation time frame might expand to the degree where this would impact negatively on the cost and time involved in PS implementation. A participant explained:

*It was a big issue, and it had required a lot of effort and time to work with that undefined scope to understand business practices and business requirements. Therefore, our strategy now is to define the scope of the software early on so that we will be prepared for the next step in the case that clients accept the software offer*[Team Leader]

For example, a team of analysts at one of the participant organisations demonstrated a Human Resource Management System (HRMS) to their clients. HRMS deals with demographic data, current employment information, employment history, qualification
tracking, and salary information. In this case, the company’s general manager also asked the team of analysts to visit the client. The analysts’ team and I went to meet the client to discuss her needs. The client already had HR software and was experienced in its use. In this case, the analysts started by asking her about the issues that she and her employees faced with the current software. We discussed the client’s issues and the possible solutions. As one participant explained:

*If the client already has software and he/she needs to replace it, there will definitely be some functions that our current software does not provide, so we need to know what these functions are and then assess whether we can provide them, otherwise the client will not buy our software since we could not provide solutions for his/her issues*[Team Leader]

After the visit, the analysts’ team provided an assessment report to the general manager. This report included a discussion of the client’s issues, the modifications required, and new features to be added. The client’s issues involved were categorised into various types of issues: transaction issues, such as the employees’ bonuses mechanism and costs related to the provision of uniforms, and output format issues, such as the software reports format. The general management and the analysts’ team met to discuss possible ways of modifying the packaged software in order to fit with the initial requirements, and to discuss the analysts’ expectations of the development time-frame involved. After this, they also resolved client issues related to the price of the software (this is to make the software offer). Hence it is clear that one part of creating a software offer is scoping through software analysis. During this process of creating a packaged software offer, core requirements are emphasised but detailed requirements are neglected. This leads to a further question: how do the packaged software companies manage requests for new requirements and features after the packaged software offer has been accepted?

### 5.4.1. Packaged Software Offer Elements

[Team Leader] has defined the following elements for a packaged software offer:

- *Initial requirements* which consist of core requirements. In other words, high level modification requirements and new features that are related to transaction functions in packaged software. For example, HR software that includes transactions requires such things as an employees’ bonuses mechanism and uniforms. In H2O, client has two different types of menu item, one for local customer and other for tourism; they also have three types of service: takeaway, delivery, and internet service. Client asked for each type of service to have its own printer at kitchen site so not all PDAs send an order to the same printer.
Software output forms which allow a number of modifications by the client on packaged software, such as changing a report format output. Technical dimension that relates to the client infrastructure site such as server, software program and so on. For example, in the case of H2O the software offer included consideration of hardware requirements needed in order to run the software [Researcher’s field notes]

It can be seen that when creating a packaged software offer, the software companies consider the scope of the offer according to the initial requirements, the number of modifications requested by the client, the nature and extent of the modifications, and the technical requirements involved. The software company gives clear guidelines regarding which pre-conditions have to be fulfilled for a packaged software implementation to go ahead. By focusing on such elements of a packaged software offer, the software company was able to work towards its main goals of accurately estimating the cost and time required for packaged software implementation. Such estimations are generally based on the extent of the differences between what the packaged software functionality offers and the client’s business process. From my observation, analysts’ estimates of the cost and time required could only be informed guesses based on their prior experiences of working with modifications.

After we understand the client’s needs – whether they want transaction function modifications that require ‘customisation,’ or new features - we will assess the cost and time required to develop such requirements [Team Leader]

As seen below, when creating a packaged software offer, the software companies also consider issues related to various kinds of ‘assessment criteria’. The different kinds of assessment criteria are related to differing kinds of offer elements, and are used to measure the level of impact on effort needed to develop, customise, and modify the packaged software. When we outline the relationship between the type of elements and the assessment criteria, this type of relation also highlights the software company’s duties and the client’s duties.

[General Manager] has defined the following assessment criteria for packaged software offer:
A New Features request that consists of developing a new function that changes the existing package
Customisation which consists of modifying the existing functions to fill the gaps between the functions offered by a software package and the client’s needs
Software Output which consists of creating new reports or modifying existing reports or modifying existing screen layout, input data or output data
Technical needs which consist of assessing the client’s infrastructure requirements such as hardware and software
5.4.2. Discussion of Packaged Software Offer with Client

*It is very important that the correct information is gathered at this stage, if we are to implement the software successfully. So we meet with the client to explain our offer and discuss the offer information and see if the offer information can already meet their need. We also estimate the cost and the time involved with such an implementation [Team Leader]*

After the packaged software offer has been created by the software company according to the guidelines established by the elements and assessment criteria explained above, analysts and sales teams meet with the client to discuss the offer. This process has two purposes. Its business dimension consists of convincing the client to purchase the software and includes discussion of the package’s price. Meanwhile, issues related to the software analysis dimension include the following software offer elements: initial requirements, technical dimension, and output form.

Once all the elements are finalised during the creation of the packaged software offer and the offer is accepted by the client, the manager can inform the team leaders that the offer has been accepted. However, for the team leaders’ staff members, the work is only just beginning.

5.5. Pre-implementation Feasibility study

In the ethnographic account in the first part of this chapter, I have described some of the day-to-day working practices of an analyst, which are almost exclusively connected to working with the clients via software demonstration and creating a packaged software offer. The pre-implementation practices stage in this study resembles such feasibility studies as those used in RE practices at a high abstract level. This is because feasibility studies in RE and the packaged software pre-implementation stage discussed here are similar in terms of their purpose, such as dealing with software objectives, time and budget. However, at the practical level, pre-implementation practice has its own specification. Table 5.5-1 uses a feasibility study in RE (Sommerville, 2004) to assess pre-implementation practices.
### Table 5.5-1 Assessment of Pre-implementation

<table>
<thead>
<tr>
<th>Elements</th>
<th>Feasibility study</th>
<th>Pre-Implementation Feasibility study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goals</td>
<td>Are the overall objectives of the organisation satisfied by the proposed system?</td>
<td>What are the client issues?</td>
</tr>
<tr>
<td></td>
<td>Can the system be developed with the proposed budget and timeline?</td>
<td>What is the possible solution?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is the possible solution within the scope of the software company’s domain?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>What are the cost and time required for a possible solution?</td>
</tr>
<tr>
<td>Business dimension</td>
<td>Worthiness of proposed system.</td>
<td>Instilling confidence in the client, securing business, and creating a software offer.</td>
</tr>
<tr>
<td>Software analysis</td>
<td>Information gathering to assist the assessment of proposed system.</td>
<td>Information gathering to identify client’s issues, new requirements and new features needed (if any) to assess cost and time for proposed solution implementation.</td>
</tr>
<tr>
<td>dimension</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stakeholders</td>
<td>Management of departments, experts, technical professionals, and people who are familiar with such a system.</td>
<td>Potential client, client’s issues, client analysis information and client company structure information</td>
</tr>
<tr>
<td>Tools, methods</td>
<td>Interviews, questionnaire.</td>
<td>Live Scenario, and discussion and negotiation.</td>
</tr>
<tr>
<td>Domain knowledge</td>
<td>The development organisation and the customer can cooperate to ensure that the domain is understood.</td>
<td>The development organisation has to be an expert in the domain.</td>
</tr>
<tr>
<td>Assessment criteria</td>
<td>Objectives of the organisation are satisfied by proposed system. System is developed with the proposed budget and timeline.</td>
<td>A New Features request, Customisation, Software Output Customisation, and Technical Needs</td>
</tr>
<tr>
<td>Critical Decision</td>
<td>Considers the worthiness of the proposed system, or regards changes, development decisions, seclude and budget.</td>
<td>The possible solution is within the software company’s domain.</td>
</tr>
<tr>
<td>Output</td>
<td>Feasibility study report and recommendations.</td>
<td>Packaged software offer, assessment report, and client issues, organisation structure and analysis.</td>
</tr>
<tr>
<td>Scoping Factors</td>
<td>Budget, timeline, technical and development issues.</td>
<td>Packaged software assessment criteria, elements, and limitation of work domain, client organisation size, and client’s issues.</td>
</tr>
</tbody>
</table>
As can be seen from information provided in Table 5.5-1, there are a number of differences in practices and purpose between the elements of feasibility studies carried out in RE and for pre-implementation. For example, in pre-implementation of packaged software, the analyst must instead think about what the client’s specific issues are and identify whether any existing packages offered by the analysts’ company can offer a solution. The analysts engaging in pre-implementation must also consider the possibility of refusing a request for a particular solution if that solution falls outside the scope of the company or outside the scope of the company’s current products. The process of identifying whether the solution is within the company’s scope may involve thinking about the time and cost involved with implementing a particular package or with making requested changes to that package.

The main goal of the ‘business dimension’ is that it engages with actually selling the proposed packaged system to the client by showing them how the package operates and how it could fulfil their requirements. The analyst carrying out pre-implementation must actively instil confidence in the client, secure his/her company’s business, and create a software product offer.

When it comes to the software analysis dimension, analysts in both the general form of requirements engineering outlined by Sommerville (2004) and in pre-implementation carry out a range of activities to discover the client’s issues that need solving and that help them to find initial requirements. They will later need to follow up on such requirements by checking whether new requirements are needed or new features need to be added to the proposed solution. If new features are required, they will again need to assess the cost and time involved with such requirements. In pre-implementation, analysts need to consider the modifications to existing functions that have been requested by clients.

As shown in Table 5.5-1, with pre-implementation, the analyst’s considerations will be somewhat broader than in the general RE methods outlined and recommended by Sommerville (2004), as they need to first identify potential clients, then gather as much information as possible about the potential clients, and then prepare to attract the clients.
by identifying their issues that need solving. This is done via the use of forms relating client analysis information and by using the analyst company’s databases that contain information about potential clients’ company structures.

One of the tools used in pre-implementation is that analysts engage in Live Scenarios to demonstrate a proposed solution or find out what the requirements for the solution are, and at the same time, sell the solution, by carrying out discussions and various forms of negotiation. The pre-implementation analyst is engaged in promoting a system that meets the client’s requirements, and in demonstrating and selling that proposed solution.

The level of domain knowledge required for the analyst engaging in pre-implementation of packaged software may be higher than that usually expected of an analyst conducting RE because the client will expect the development organisation to already be an expert in the domain and to offer them the best possible solution or a range of viable solutions.

The assessments criteria used to implement and modify the system in pre-implementation for packaged software involves its own set of assessment criteria. As detailed in discussions earlier, these assessment criteria involve a ‘New Feature requested’ criterion which assesses proposed changes to the existing package, a ‘Customisation’ criterion which assesses the impact that may result from modifying existing functions to fill gaps in requirements, and a ‘Software Output/Input customisation’ criterion which consists of creating new reports or modifying existing reports. The analyst engaging in pre-implementation will make a Critical Decision when deciding whether the solution needed by the potential client is within the domain of the analyst’s company.

When it comes to the Output dimension of feasibility study, the analyst working with pre-implementation considers the project feasibility and responds by means of the assessment report, information gained about client issues, organisation structure and analysis, and the packaged software offer that is made to the client.
The last element of assessment is Scoping Factors. The scoping factors involved in pre-
implementation practice for packaged software are influenced by assessment criteria,
the packaged software offer elements, the limitation of the work domain, the client’s
organisation size, and the client’s issues.

5.6. Summary of Pre-implementation PSIRE

The ethnographic account of the pre-implementation of packaged software at these
companies presented within this chapter provides, for the first time, insights into how a
software development company of this size (small-medium) approaches the challenge of
managing the pre-implementation process at this point of the packaged software
implementation life cycle. I have demonstrated the challenges associated with the search
for potential clients and the challenges associated with software demonstration. I have
also highlighted elements and assessment criteria involved with creating a packaged
software offer that is based on modification and customisation of existing packaged
software.

In this chapter, I have outlined the pre-implementation day to day working life of
analysts. It appears that the mechanisms of the software demonstration request and the
analysts’ response facilitate the type of action in which both the software demonstration
request and the analysts’ response are impacted by the client’s organisation size and the
issues faced by the client’s organisation. Meanwhile, the role of the analyst engaged in
packaged software implementation involves analysis, marketing, and sales. In pre-
implementation, the analyst is likely to be the staff member delivering the software
demonstration. Because analysts know how the software is built, how it works, and how
to explain it, clients may be more likely to buy the software when the analyst explains it
to them. Clients will buy the software if they feel that the software will help them to
achieve their objectives and to solve their problem. Therefore, the analysts’ presentation
of the software is approached from the perspective of convincing the client of the
package’s suitability and from the perspective of identifying misalignments. This
presentation requires particular skills and knowledge related to packaged functions and
how functions are related to each other, as well as communication skills and the ability to persuade the client.

Figure 5.6-1 shows the various mechanisms involved in pre-implementation as observed at the two case sites. While some processes occurring within this setting could have been uncovered through the means of reading the company documentation on pre-implementation processes, the dynamics of the companies that I have described in this ethnographic study and the information about their formal and informal approaches to pre-implementation provide a unique picture of the relationship between a packaged software company and its clients and reveals how the pre-implementation process works on a day to day basis.

Within the first part of this chapter, I have provided the first ethnographic narrative on pre-implementation of packaged software, drawing on data collected within two small – medium sized software development companies in the Middle East. In the following section, I re-address and analyse the ethnographic findings, focusing on the mechanisms of requirements engineering practices and analysts’ roles and responsibilities.
Figure 5.6.1 Pre-Implementation Stage
Section II: PS Implementation

In this section, I address elements of the implementation stage that include (1) the mechanisms used to identify misalignments, (2) the mechanisms of assessment of misalignments, and (3) responding to users’ needs/misalignments.

PS implementation involves several activities such as customisation, installation, configuration and adaptation. In the PS acquisition context, “detailed analysis comes after purchase. It is only during installation that users become deeply involved for the first time in assessing how the software meets their needs” [Sawyer, 2001]

5.7. The Mechanisms Used to Identify Misalignments

The process of identifying misalignments consists of conducting discussions with users (clients) to determine what feature wants and needs they may have in relation to the software on offer. Analysts install a copy of the packaged software in order to identify technical requirements and misalignments between packaged software technical requirements and users’ IT infrastructure. Analysts then use the installed copy of the software to provide a software demonstration to users. This helps the analysts to identify the business misalignments between the software functionalities and the users’ business process functions, leading to customisation, new features, and modified output requirements.

After the software offer is accepted by the client, we use the information from pre-implementation stage to start collecting more details about the user’s needs... So first, you install a copy of our software then we start to explain our software functions to determine mismatches between our software and the user’s business process [Team Leader]

Two questions arise from these observations. How does the analysts’ team approach identifying misalignments? What is the purpose of installing a copy of the packaged software? I discuss these questions in the following sections.

5.7.1. Why Analysts Install a Copy of the Packaged Software

In one of the cases I observed, a Human Resource Management System (HRMS) had been offered to an organisation. Since the client had accepted the software offer, further in-depth understanding of the users’ needs was required. In this case, the analysts
started to identify technical misalignments between packaged software technical requirements and the users’ IT infrastructure via the installation of a copy of the packaged software. The analysts spoke about the installation of the copy as a way to discover the technical requirements for the software to be implemented. In other words, the analysts used this activity to determine if there would be any software integration issues or software infrastructure issues involved with a real implementation of the software. This also shows that when implementing packaged software, there is a great need for certainty regarding whether what the packaged software infrastructure requires and what the users’ IT infrastructure delivers match each other. This issue could also come up in bespoke RE, but usually much later.

*We cannot ask users about their infrastructure because most of the users are not IT people and even IT people don’t know some of the infrastructure requirements for software to be run……We try to discover any issues with the users’ infrastructure, but we do that by installing a copy of our software … that’s the only way to get to know the issues with the users’ infrastructure*[Team Leader]

In the case of this HRMS software, several technical issues were discovered by installing the copy of the software. For example, issues were found that related to server compatibility, such as speed, storage space, and RAM size. Other issues were found on the users’ desktop side, such as their computer missing some components that were related to running files.

*Everybody had to go and visit each of the desktops to install the apps... the users’ computers are not compatible with our software requirements so we have to fix them*[Team Leader]

Hence, it is clear that analysts need to identify the misalignments between software technical requirements and users’ infrastructure capability in order for software to be implemented. Another question that arises is how is such a copy of the software used by analysts to identify business misalignments that may need to be addressed by the introduction of new features, customisation, and modifications to output?
5.7.2. Software Demonstration

Through their [users’] interactions with a package, users can more easily identify the functions they need and desire, and define the functions that are not available in the package [El Emam & Madhavji, 1995]

The analysts spoke about this installation of the copy as a way to educate users about the software’s functionalities, to help users create a vision about the software functions, and to increase users’ participation in discussions.

We start explaining the software functions. So we install a copy of the software, not to be used in a real process, but to help us to explain our software functions to users….. I think that helps the users know what software can do…. As you know, users sometimes have no understanding of what software can do, so we use a copy of our software to teach them, and to help users to engage in a good discussion about the software functions and their business process [Team Leader]

After the software was installed successfully, analysts used the version of the software to carry on identifying misalignments by following issues mentioned on the report from the pre-implementation stage. For example, in the case of this HRMS software, the users’ issues were categorised under ‘transaction issues’ such as ‘add employees’, ‘bonuses mechanism’, ‘payments made for uniforms’, and ‘output format issues’ such as the software reports format. Analysts spoke about how using this installed copy of the software could minimise the customisation effort.

In this case relating to HRMS, a transaction misalignment was found, which required customisation of the software. Analysts explained to the users the functionality related to payments made for uniforms. The users accepted the interface layout and the output data but asked about the customisation of a relationship between ‘payments made for uniforms’ and ‘employees’ salary’. That is, the software needed to include a mechanism by which 80 JD was deducted from the first month of an employee’s salary, as a guarantee for uniforms, and then returned to the employee after 3 months. In this case, the analysts minimised the customisation effort by explaining how the software could help users when kept in its present form, and then agreeing to customise the software in terms of a transaction formula. More comprehensive discussions of misalignment types can be found in Yen et al. (2011) and Sia & Soh (2007). However, the theories of Yen et al. (2011) and Sia & Soh (2007) do not hold for the investigated small – medium
sized software development companies, as their theories consider only the clients’ or users’ perspective, not the perspective of packaged software companies.

There was a strong consensus amongst analysts that they should consider carrying out software demonstrations for packaged software as a means of convincing users that there were alternative solutions to misalignments. The general recommendation from analysts who participated in this study was that software demonstrations of a trial version of the packaged software should be used as part of the implementation process to educate users about the software’s functionalities, to increase users’ participation in discussions, and to discover and discuss user needs and misalignments.

5.8. Responding to Users’ Needs/Misalignments

In general terms, analysts respond to the discovery of a misalignment in one of two ways: either deciding that the user’s company should adopt the packaged software as it is, making the most of the functionality it does offer – a decision that might require the company to change their business processes – or deciding that the packaged software needs modification in terms of customising a function or adding new functionality. However, various factors need to be taken into consideration before the analyst decides what action to take in response to finding a misalignment.

The analysts first need to determine whether the misalignment that has been discovered is in fact an ‘actual’ misalignment, or only a perceived one. A misalignment is actually real only when the software does not support such a transaction or does not support transaction formula as required by users. A misalignment might seem to exist in cases where the software functions actually support a particular desired transaction, but in a different order. The requirements engineering practice for the development of bespoke software does not involve such distinctions.

If the misalignment is found to be an actual misalignment, then various factors need to be considered in terms of whether the impact of those factors make it possible to fix the misalignment or not. For example, if the misalignment is genuine, analysts next need to
think about the software scope and determine whether the misalignment is within the software scope or outside the software scope. They will also need to consider the size of the users’ organisation as this may affect the organisation’s ability to pay for such customisations. After carrying out such methodical assessments of misalignments, the analysts can choose a course of action.

Another issue that must be kept in mind, however, is any details or decisions pertaining to what the software development company’s strategy is when dealing with user’s needs and with misalignments. For example, during my case studies, I found that both of the software development companies I observed wished to minimise customisation of software as much as possible.

In the above section, I have discussed some primary factors relating to how analysts determine how to deal with misalignments. However, there is also a secondary factor that might be considered important when misalignments have been discovered. This relates to the fact that finding a misalignment is not necessarily negative. There may be some benefits that can be derived from identifying a misalignment. The presence of a misalignment may sometimes provide the opportunity for software developers to test aspects of their software or to improve their current packaged software.

5.8.1. Identifying ‘actual’ misalignments vs. ‘perceived’ misalignments

We have to reduce making changes [customisation/new features] in our software. Cause it’s not easy to do. It’s not easy to throw away software that has been developed over several years. Yesterday we met with users for HR software, and they kept stressing that the software did not have this function or this function, and so on. Actually, our software does provide those functions, but not in the order they want, so in such a case we explain to users how such functions work and the order of the function process.... However, if the request from the user is really something that does not exist in the software, such as a transaction formula, and if it requires us to make new features, then we have to make them [Team Leader]

As explained earlier, before assigning misalignments to a specific category such as new features, customisation, and output, it should be decided whether a particular misalignment actually exists or whether it only apparently exists: a misalignment is actually real only when the software does not support such a transaction or does not support transaction formula. A misalignment might be perceived to exist in cases where
the software functions actually support a particular desired transaction, but in a different order. In this section, I shall explain the analysts’ responses to some specific misalignments in detail.

In one case relating to HR software, the accounting manager asked the analysts to add some attributes into employees’ salary reports. However, these attributes were represented by other reports, so the analysts explained that to the accounting manager. As a result, the accounting manager accepted the software report order as it was, without requesting any further changes. In the other case mentioned previously, analysts explained to the users the functionality related to payments made for uniforms in HR software. The users accepted the interface layout and the output data but asked about the customisation of a relationship between ‘payments made for uniforms’ and ‘employees’ salary’ that would involve a transaction formula that was not supported by the software.

Both of the situations involve misalignments, but in the case where the accounting manager asked for attributes to be added to the salary reports, the misalignment can be categorised as a ‘perceived’ misalignment. That is, the misalignment was such that it could be ‘worked around’ by carrying out a process in a slightly different way than was initially desired (by finding the attributes in other reports). However, the misalignment that was found in relation to payments for uniforms that were to be deducted from employees’ salaries can be categorised as an ‘actual’ misalignment rather than a perceived one because the misalignment needed to be responded to with customisation. The misalignment was such that the user’s business process could not work unless a customisation was made.

We can therefore observe in packaged software implementation, analysts may use workarounds, but this is in order to minimise customisation, rather than to reduce conflicts between requirements. More comprehensive discussions of ‘actual’ and ‘perceived’ misalignments can be found in Van Beijsterveld (2006). However, the theories of Van Beijsterveld (2006) do not hold when considering this process from the perspective of packaged software companies.
5.8.2. Minimising Customisation

To fill the gaps between the functions offered by a software package and users’ needs, most organisations will customise software during its initial implementation (Newman & Zhao, 2008; Zach et al., 2012). However, there are repercussions of engaging in customisation: customisation is usually associated with increased costs and longer implementation time.

Customisation of packaged software is often not a trivial activity, as it can involve several hours – or even months – and can involve a substantial cost. It is therefore essential that companies provide value through their packaged software by placing an emphasis on recognizing their client’s requirements of the software being implemented [Khoo et al., 2011]

In the two software companies that I examined, the general managers and analysts supported the idea that users should adopt a package’s software functions as they are and change their own business processes, rather than seek to modify the software to fit their particular business practices. One of the reasons for this recommendation is that, while the cost and time involved with customisation can vary, it often adds a great deal of additional time and money to an implementation effort. One other consideration is that the business processes of the user may be so complex that carrying out the modifications desired by the user might have significant impact on the software functions. Therefore, the particular issues that push users toward asking for customisations are to some degree in conflict with ideas sometimes expressed by the analysts’ team leaders or by the analysts’ general manager. The General Manager of one of the companies stated that

Users should try to adopt the processes and options built into our software, rather than seek to modify the software to fit their particular business practices… customisation needs a lot of time and costs a lot of money…Sometimes the user’s business process is unbelievable… it is very complicated and needs a lot of time to understand and then a lot of time for us to customise our software [General Manager]

Part of the purpose of the mechanism of minimising customisation and dealing with misalignments is to ensure the analysts’ better understanding of what is redundant in software and what functions are essential for the operation of the software. This process can also involve identifying which customisation requests can be met without disrupting the software. Such considerations must extend to involve users’ needs, the scope of the
project, and customisation risk. In PS implementation, when users inform the analyst that a particular function is redundant, the analyst has to consider whether the unwanted function is actually connected to other functions of the software. As discussed in the Team Leader’s comment below, if changes are made that affect the redundant function, this may impact other areas of the software. Therefore, such considerations also need to be kept in mind as part of misalignments assessment, as the analyst considers customisation decisions. In the case that the redundant function cannot be deleted or switched off, the user needs to adopt the functions of the software, even if it does not match with the user’s business processes. This could lead to changes and adaptations to the user’s business process structure.

Look ... first of all we try to minimise any change [customisation] on our software, but in the case that a misfit is found, we evaluate it based on the scope (whether it is within our scope, or not), then we evaluate it based on change [customisation] risk.... So that depends on the user’s request, for example, if he/she wants new features (input, output and code [transaction]) or customisation of existing functions (input, output, or code [transaction]). We can’t just accept every single request from the users..... There are so many issues involved for software to be implemented. The thing is it is not simple as.... We cannot just delete or change what users want from our software... in some cases these functions are closely related to each other, so deleting or changing one of them could impact on another one [Team Leader]

During this ethnographic study, I observed that even though analysts try to encourage users to adopt the existing functions of the software package, when there are actual misalignments analysts are left with no choice but to agree to customisation.

As you know, some users ask us to change our software functions because perhaps their transaction formula is different from our formula. Even though we thought our software supports the kind of transaction they want, it still uses a different formula than theirs ... this requires us to change the software code..... [Team Leader]

Although the two software companies I studied therefore sometimes carried out software customisation, the general stance expressed by the analysts I interacted with was that “users should try to adopt the processes and options built into our software”.

5.8.3. Software Scope

As discussed previously in section 5.3 of this chapter (‘Mechanisms of Scoping and Creating a Packaged Software Offer’), ‘software scope’ refers to those elements of a software package and the software implementation that are within the range of any
packaged software offer that was made by the analyst company and accepted by the client during the pre-implementation. When requests are made to analysts regarding various misalignments, the analysts can therefore refer back to the pre-implementation packaged software offer.

*We can’t just accept every single request from the users - in some cases the users’ needs are outside our scope so we explain the extra cost to our clients or we just inform users that we cannot meet their request.* [Team Leader]

There are three options an analyst can choose from in response to a request for dealing with misalignments that are outside of the software scope. The first choice the analyst could make is to advise the user that the change is not possible and to encourage them to adapt their business practices to the functions offered by the software as it is. A second possibility for the analyst is that they may be able to show the user that the functions of the software on offer can actually already meet their need; the software simply meets this need in a way that is different than what the user expected. The analyst’s last option is to assess the cost and the time involved with meeting such user needs.

In such an instance, where the users’ needs are outside the scope of what the analysts and users had previously agreed upon in the software offer, the analysts estimate the cost of a customisation by looking at the extent of the misalignments and the customisation risk involved. Analysts then provide a report that explains the extra costs related to the users’ needs. In most cases where users’ needs were outside the scope of the software offered, users agreed to adapt their business process to match the software. I could not obtain more details from users to understand their perspective about this case. However, the analysts stated that it was likely the cost and time issues led the users to adopt the software functions even though they might affect their business process.

*I think the client’s budget in most cases leads them to decide not to add other needs outside the scope, so in most cases they just use our software functions as they are.* [Team Leader]

To summarise, user needs might lead to the development of new features, or to the customisation of existing functions. Both of these options mean that a package can be adjusted to fit the business needs of a company. However, this can be a complicated
process, and adds further costs to implementation. Moreover, having modified a package can lead to difficulties in the feature if a company needs to upgrade their packaged software, as the upgrade will no longer mesh with particular modules of the package.

In cases where the users’ additional needs are within the scope of the software, analysts will tend to ask for more information about the business’s processes and activities. It is very important that the correct information is gathered at this stage if the analysts are to make valid estimations of time involved, and if they are to develop the customisation successfully. If the analysts realise they can satisfy the customisation request, the analysts provide a report estimating the time needed for the customisation effort and the customisation risk involved. This is provided to the users and to the head of management.

*If users’ needs are within our scope, we need to evaluate the time frame required for customisation. But if the customisation required is high risk we try to get users to adopt our software functions [Team Leader]*

For example, in one of the companies studied, an issue appeared in relation to an HRMS system. Analysts explained the functionality related to the ‘bonuses mechanism’ that their software provided, but it was not suitable for the users’ bonuses mechanism process. Therefore, analysts discussed the bonus mechanism process provided by the software and the analysts and users also had an in-depth discussion of the users’ bonus mechanism. During this process, the analysts were able to identify misalignments. After the analysts collected details about the users’ bonuses mechanism process, the analysts provided a report estimating the time required for any customisation effort.

**5.8.4. Organisation Size and Price of Software**

A range of other factors inform customisation decisions as well, and customisation engaged in by various companies varies. Some clients, especially small and medium sized companies (SMEs), choose to carry out a large degree of customisation. This is because they may view it as essential that they keep their own best practices that they believe give them a competitive advantage.
The strength of Small and Medium Sized Enterprises (SMEs) is having unique business processes, so adapting those unique business processes to the standardized packaged software could be fatal for SMEs [Quiescenti et al., 2006]

A larger SME may be able to afford a greater number or extent of customisations. The pre-implementation stage outcome, the users’ organisation size, and the software price are all factors that impact on decisions to customise the software functions. As suggested in the example below, if an organisation can afford to pay for a particular customisation, it will likely go ahead.

With an open scope, especially with a big organisation, we feel like we develop the software from point zero…..There is a difference between a small organisation and a big organisation, small organisations most of the time pay less and you know, we just go through implementation and then training but sometimes we still face some challenges such as the users’ IT infrastructure…. With a big organisation it is another story, one software implementation took two years to finish; their business process was very difficult. But we have to do it... Very simple rules here, if the client wants his/her business strategies to be applied by the software and pays us a lot of money they need everything to be like their existing process...

It is all about how much is paid...[Team Leader]

In summary, customisation decisions are usually associated with challenges involving increased costs and longer implementation periods. However, factors such as the existence of actual misalignments, the users’ organisation size and the price that the client pays for the software have an influence on customisation decisions and sometimes leave analysts with no choice but to customise.

5.8.5. Benefits to Software Companies Derived from Users’ Needs/Misalignments

Some users ask us to change our software functions or to add new features. Anyway, in this case some of these requests could be useful for our software so that we can improve the software functionality, so we do it even if it’s outside our scope. But still, assessment of customisation risk is important, so maybe we can’t add the function to the package that the current user wants because its development needs a lot of time, would cost a lot to do, and is outside the scope. But if we consider these features as important to add to our software, maybe these features will be in our next release [Team Leader]

As suggested in the comment made above by the analysts’ team leader, a software development company may sometimes benefit from the identification of misalignments. For example, when a user points out functionalities that the package does not provide and that they desire, even if the software development company cannot develop that function in time to include it in the current package or considers it too risky or costly to include in the current package, the software development company may still have been
provided with an idea for useful functionality to add to a future version of the package. There may therefore be some unforeseen benefits that arise for the software development company from discovering misalignments. Even if the company cannot meet the client’s demand regarding the functionality at the particular time it is requested, the company may still have been provided with a future idea for the enhancement of their software package or may be able to promise the client that they will add that new function in their next release.
5.9. User Needs/Misalignments Validation Strategy

The example above in Figure 5.9-1 above shows the strategy that analysts follow in term of users’ needs validation. I have added some descriptions in English to the
example above because the comments were in the Arabic language. This example shows a function that relates to payments made for uniforms and to employees’ salaries, in which the software function allows the users to provide uniforms for employees but to collect a guarantee payment for the uniforms that can then be returned to the employees at a later date. The function therefore includes an option to take a deduction from an employee’s salary and an option to return the deducted amount.

As we see on the right button within the example, analysts stated that “there is no output and input change needs”. On the other hand, if we look at the left button it is clear that users asked to change the transaction formula relating to providing a uniform for employees but charging them for the uniform. The new transaction formula that was desired was that 80 JD from the first month of an employee’s salary is taken as a guarantee for uniforms, and then returned to the employee after 3 months. In this example, analysts wrote this new transaction formula on a print-out of a screen shot of the software interface, in order to validate it with users. In this case, once analysts discussed such needs with users, more description of users’ needs was gathered. As we see, the users in fact then added a further condition to providing uniforms for employees. This further condition was that the employers should give deducted money back to active employees (after 3 months of work) or in the case that the employee was no longer active, the employee had previously worked for the company for 70 days. After the validation of users’ needs, analysts asked the users to sign on the screen printout to show their acceptance.

Hence, using the printouts of the software function screens to add users’ needs is a strategy that analysts utilise during the requirements validation practice for packaged software implementation.
5.10. **Misalignments Specification Form**

The example below shows the content of a misalignments specification form that analysts sent to developers within their software company, and represents a request from Client A to the analyst company. Instances of responding to users’ needs and requests such as this frame the day-to-day work of analysts.

**Client Name:** A  
**Address:** AAA  
**Time and Date:**  
**Request type:** Transaction formula customisation on uniforms function  
**Description:** ‘payments made for uniforms’ and ‘employees’ salary’. The users wish to have the following formula built into the system: 80 JD from the first month of employees’ salary is taken as a guarantee for uniforms, and then returned to the employee after 3 months.  
**Module Name:** Payroll  
**Priority:** High  
**Input:** No new Field.  
**Transaction Formula:** 80 JD is taken from the first month of an employees’ salary; return the 80 JD after 3 months if the employee is still active or minimum working days is 70. The deduction of costs for uniforms should be saved in deduction table under uniforms deduction  
**Relation with other functions:** Employees Salary, employees’ status, salary report.  
**Database Tables:** add uniforms deduction field to deduction table

In this case, the request is created as the analyst fills in a request form by using a software tool that was created internally by the analysts’ company. This software tool is used by the analysts to exchange information within the analysts’ company and to manage their work.

Even without having any prior knowledge of the analysts’ organisation involved, one can gain insights about the analysts’ organisation by making observations of the request form. The context and layout of the request form is very structured and the language used on the form is formal. The request form and the information encountered within it give it the impression of a technical document that is addressed to an audience familiar with this particular area and this software functionality.

The form also shows misalignments specifications and a request to add a field within the database. We can also observe that this misalignments specification form suggests the high degree of knowledge that the analysts have in relation to the package and how its software functions interrelate, as they had worked on its development.
We can also observe that the form allows for misalignments traceability. This ensures that each business need is linked to an actual requirement, and that each requirement is linked to a deliverable. All requirements are considered in relation to other requirements, to other solution components, and to other artefacts. This is good practice for the business analyst. The goal of the kind of tracing supported by this form is to ensure that requirements and solution components are always linked to a business objective. Traceability helps to ensure that every requirement has a defined business purpose.

5.11. **Summary of PSIRE**

The ethnographic analysis of the identification, specification, and validation of users’ needs during packaged software implementation presented within this chapter provides, for the first time, insights into how an SPSV approaches the challenge of managing the packaged software implementation process at this point of the implementation life cycle. I have shown the challenges associated with searching for and identifying misalignments, dealing with such misalignments, and dealing with customisation and adaptation challenges.

As misalignments are identified, the varying criteria of seriousness of the misalignments, and other factors relating to organisation size, software price, and level of user resistance to the software within an organisation affect decisions about whether to customise software or whether to adopt the software as it is. The particular way that misalignments are assessed impacts on misalignment strategy decisions. From my observations, various analysts and their general manager supported the idea of reducing changes (customisation/new features) to packaged software as much as possible. However, this opposition to changing the software can really only be limited to occasions of perceived misalignments, rather than those of actual misalignments. Meanwhile, by installing a copy of the packaged software and engaging in a software demonstration, the analysts may be able to reduce perceived misalignments and to
discover and confirm actual misalignments. Figure 5.11-1 shows all of the mechanisms involved during the PS implementation stage.

This chapter draws on data collected within small – medium sized software companies in the Middle East. In the following chapter, I readdress and analyse these ethnographic findings, focusing on the analysts’ perspective for result validation in terms of responsibilities during various implementation stages, and on the mechanisms of requirements engineering practices.
Figure 5.11-1 PSIRE Implementation
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6.1. Introduction

In the following sections I assess the enacted RE practices according to a framework adopted from Sommerville & Sawyer (1997) and Cox et al. (2009). The practices are described in the tables below in terms of levels to which they were used in the case organisations; the results are therefore based on the preceding ethnographic account. In this Chapter I also describe the validation of these results from the analysts’ perspective. I use four levels of assessment of RE practices (as theorised by Sommerville & Sawyer (1997)). These levels of assessment are the following: standardised use, common use, discretionary use, and never used.

- Standardised use (SU): This practice has a documented standard and is always followed as part of the organisation's software development process i.e. it is mandatory.
- Common use (CU): This practice is widely followed in the organisation but is not mandatory.
- Discretionary use (DU): This practice is used at the discretion of individual project managers. Some may have introduced the practice for a particular project.
- Never used (NU): The practice is never or rarely applied.

The tables use guideline classifications relating to ‘good requirements practices’ that are suggested by Sommerville & Sawyer (1997) and Cox et al. (2009) to be ‘basic’, ‘intermediate’, or ‘advanced’. ‘Basic’ practices can continually be repeated, and it is possible to estimate costs, time, and resources associated with these practices. In my assessment of the practices involved in PSIRE, ‘basic’ practices match with ‘standardised’ use. Meanwhile, ‘intermediate’ practices are more complex and lead to a ‘defined’ requirements engineering process. They can be considered as aligning with ‘common’ use. Lastly, ‘advanced’ practices are designed to help support continuous
improvement within any RE process. Some of these practices involve advanced technology and advanced methods which require specialist knowledge. They may also involve expectations of and guidelines for organisational change. In my assessment of PSIRE practices, ‘advanced’ practices align with ‘discretionary’ use.

The results discussed in the following sections (6.2 through to 6.8) were obtained by my summarizing and synthesizing the findings I derived from the data collected during Focus Groups held with analysts from both Organisation One and Organisation Two, and from my day by day descriptive analysis of analysts’ practices in those organisations. During the Focus Groups I aimed to collect information from the analysts regarding how they carried out various RE practices when implementing packaged software. During the Focus Groups I asked, in turn, about requirements documentation practices, requirements elicitation practices, requirements analysis and negotiation, practices involved with describing requirements, practices involved with system modelling, requirements validation practices, and requirements management practices. The following sections contain (in italics) some reproductions of my summarizing findings (via descriptive analysis) determined as a result of the Focus Groups and written up at the end of each day, and from my day by day descriptive analysis of analysts’ practices. Note that the results obtained from the two different organisations were combined due to their close correspondence (see Appendix D).

I obtained my results relating to specific RE practices by discussing with analysts a list of practices adopted from Sommerville & Sawyer (1997) and Cox et al. (2009) and asking them to rate their use of each according to the four levels of assessment derived from Sommerville & Sawyer (1997). This helped me to understand the level of use of each named practice in PSIRE. This was understood by the analysts; however, I did run into the issue in each organisation that the analysts I spoke to did not always refer to the practices they used using the same terminology as myself. They therefore had issues with recognizing some of the names that I had supplied relating to RE practices. With each group, I therefore had to explain what was meant by each of the named practices on the list. Once this was done, with each group we proceeded to discuss each RE
practice on the list. A total of 8 analysts (5 from Organisation One and 3 from Organisation Two) took part in these Focus Group discussions and the rating of the practices.

6.2. Requirements Documentation Practices

The requirements document itself is a document that effectively communicates requirements to customers, managers and developers. As can be seen from Table 6.2-1, the levels of all requirements documentation practices are considered ‘basic’ by Sommerville & Sawyer (1997) and Cox et al. (2009). When the use of these practices in PSIRE is investigated, it can be found that many of these practices receive Standardised use in PSIRE. Thus they are practiced at a very similar level to that suggested by Sommerville & Sawyer (1997) and Cox et al. (2009).

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD1</td>
<td>Define a standard document structure</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD2</td>
<td>Explain how to use the document</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RD3</td>
<td>Include a summary of the requirements</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD4</td>
<td>Make a business case for the system</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD5</td>
<td>Define specialised terms</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RD6</td>
<td>Make document layout readable</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RD7</td>
<td>Help readers find information</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RD8</td>
<td>Make the document easy to change</td>
<td>Basic</td>
<td>Common use</td>
</tr>
</tbody>
</table>

The results show that the most common standardised requirements documentation practices are to define a standard document structure (RD1), to include a summary of the requirements (RD3), and to make a business case for a project (RD4). The practices of explaining how to use the document (RD2), making the document layout readable (RD6), helping readers find information (RD7), and making the document easy to change (RD8), can be considered as ‘Common use’ practices in PSIRE. This means that these practices are widely followed in the organisations but are not mandatory. I also found that PSIRE documentation practices approached defining specialised terms (RD5) with ‘discretionary use’. These findings regarding requirements documentation
practices were drawn primarily from the day by day descriptive analysis forms. For example, here is an excerpt from my descriptive notes:

We first discussed ‘define a standard document structure’. The analysts understood this to mean there is a standard form that they use in order to document users’ needs and their statements regarding this practice confirmed that they use this practice a great deal – in fact, analysts from each organisation told me that it was always used in their organisation. This practice therefore was found to be a ‘standardised practice’ in PSIRE. One analyst [user4] told me they considered it highly important because “we use to exchange information within our company and to manage our work” (RD1). Other practices that they said they used all the time/every time, thus in a standardised way, were ‘include a summary of the requirements’, and ‘make a business case for the system’. My task at this point was not so much to ask analysts why they used practices the way they did, but simply to find out to what degree they used them; however, sometimes the analysts did comment in ways that provided reasons for the level of use. For example, they always used and included ‘a summary of the requirements’ in requirements documentation because this seemed like such a basic necessity for paperwork and recording the documents would serve as the basis for all further development of packaged software. One analyst [user5] told me “we always make a summary of the requirements because this helps us make sure that every business need we’re thinking about is linked to an actual requirement. We also want all of those requirements to be linked to a deliverable” (RD3). They also always made ‘a business case for the system’ because it was important to clarify what users’ needs are and what the changes were that they asked for regarding the packaged software functionalities. User5 said that “we use a misalignments specification form to explain a business case that users ask us to change with a specific function so developers will know where the changes should be” (RD4). The analysts said that not all of the practices on the list were things that they accorded standardised use. For example, most of the practices on the list for ‘requirements documentation practices’ only received ‘common use’ by them. Analysts said, for example, regarding ‘explain how to use the document’ that they did this quite of the misalignments specification form and software demonstration request form are very structured and the language used on the form is formal (RD6). Helping readers find information on the documents was also only given common use, not a practice used all the time. Analysts said that they sometimes did this carefully but did not bother to do it all of the time because of time constraints and because it was not that difficult to look through and find information anyway (RD7). They only did this practice for very big or complex jobs or for reports with many pages. It was therefore obviously something that they thought was helpful to do, but it wasn’t essential that they do it. I found from what the analysts said that the practice ‘make the document easy to change’ also had common use. Most of them said they did this most of the time. They suggested that they usually did this this “(RD8) in case we need to change what users have asked us to do. We have to make it so any other analysts who have the permission to modify the users’ request can do it in an easy way” [User3]. However, they didn’t always do it because “normally only one or two of us deal with each new piece of software, so we already know what the users’ needs are and we don’t need any other analysts to make any changes”. [April 5, 7 2012 - Organisation 1 & 2 - Requirements Documentation Practices]

Table 6.2-2 New Requirements documentation Practices - PSIRE

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD9</td>
<td>Users’ needs/Misalignments specification document</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD10</td>
<td>Estimating time needed for users’ needs document</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD11</td>
<td>Estimating cost needed for users’ needs document</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RD12</td>
<td>Include users’ needs validation document</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>

During my field work, I also discovered a range of new practices that were carried out, that are related to requirements documentation. I have listed these ‘New Requirements
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Documentation Practices’ in Table 6.2-2. The following excerpt illustrates the origin of two of these practices as captured in my analysis:

What was an interesting result from these Focus Groups was that I found that there were actually a whole lot of requirements engineering practices related to requirements documentation that the analysts practiced and could tell me about that had not been included on my list. I realised that they were talking about new requirements documentation practices that were used only in PSIRE. The new practices they told me about were creating or including a ‘users’ needs/misalignment document’, ‘estimating time needed for a users’ needs document’, ‘estimating cost needed for a users’ needs document’, and including a ‘users’ needs validation document’. It was interesting to hear about these new practices, especially to notice the fact that the analysts seemed very interested in first estimating the time and cost involved with creating users’ needs documents. One analyst, User6, said that “we estimate the time and cost it could take to create a users’ needs document because it helps us keep track of the resources we might need for a project. That can help us decide whether the project is worthwhile, and estimate the scope of the project before starting it” (RD10 & 11). It was also interesting to note that they sought later validation of the initial user needs and would document this validation. From what they said, they thought it important to check this to make sure they understood the client’s needs properly and to keep a proper track of everything. User5 noted that “the validation of user needs can take place during our software demonstrations” [April 5, 7 2012 - Organisation 1 & 2 - Requirements Documentation Practices]

These new practices involve creating a users’ needs/misalignments specification document (referred to as RD9) that analysts sent to developers within their software company. When analysts sent a specification document/request form to developers within their company, I was able to observe the following in my descriptive notes:

The request is created ....as the analyst fills in a request form by using a software tool that was created internally by the analysts’ company. This software tool is used by the analysts to exchange information within the analysts’ company and to manage their work. Even without having any prior knowledge of the analysts’ organisation involved, one can gain insights about the analysts’ organisation by making observations of the request form (RD9). The context and layout of the request form is very structured and the language used on the form is formal. The request form and the information encountered within it give it the impression of a technical document that is addressed to an audience familiar with this particular area and this software functionality. The form also shows misalignments specifications and a request to add a field within the database. We can also observe that this misalignments specification form suggests the high degree of knowledge that the analysts have in relation to the package and how its software functions interrelate, as they had worked on its development (RD9). We can also observe that the form allows for misalignments traceability. This ensures that each business need is linked to an actual requirement, and that each requirement is linked to a deliverable. All requirements are considered in relation to other requirements, to other solution components, and to other artefacts. This is good practice for the business analyst. The goal of the kind of tracing supported by this form is to ensure that requirements and solution components are always linked to a business objective. Traceability helps to ensure that every requirement has a defined business purpose [Feb 14, 2012 - Organisation 2 - Misalignments Specification Form]

Other new practices that the analysts told me of are estimating the time related to creating the users’ needs/misalignments document (RD10) and estimating the cost needed for creating a users’ needs document (RD11). The scoping process carried out
before beginning to develop any software involves software analysis through the discussion of high level modification requirements and new features. Elements of the scoping process are detailed in the following descriptive notes:

*Today I learned about how the software analysts actually go about deciding how to create a software offer. I was present at the meeting at which they discussed creating an offer, and they explained to me what some of the most important factors to consider were. The reasons for meeting to discuss what elements should go into the software offer were that the analysts needed to define the software scope offer; the analysts needed to create and provide to the client clear guidelines regarding which pre-conditions had to be met for a packaged software implementation to go ahead; and the analysts needed to be able to work towards accurately estimating the time and cost required for the software implementation (RD10 & 11) [Feb 9, 2012/ Organisation 2 - Software Offer]*

Including a users’ needs validation document (RD12) was another new practice that was identified. Analysts told me that using the printouts of the software function screens to add users’ needs is a strategy that they utilise during the requirements validation practice for packaged software implementation.

All of these practices are a part of PSIRE, being practiced with ‘standardised use’. Despite their being used so often and the fact that these practices are perceived as having a high value, these practices have not been identified during previous studies of RE and packaged software RE; this study therefore extends the current framework for requirements practices in term of PS implementation.

### 6.3. Requirements Elicitation Practices

Requirements elicitation is defined as a group of practices designed to help discover the requirements for a system. These practices are followed by analysts in order to elicit requirements from the stakeholders related to the system. However, the requirements elicited also depend on the application domain and on the organisational and operational environments of the system.

In Table 6.3-1 we see that, several RE elicitation practices are carried out at the ‘basic’ level; that is, they are almost always practiced. Practices RE1 through RE6 are practiced with ‘standardised’ use in PSIRE. However, just over half of the practices operate at the ‘intermediate’ or ‘advanced’ levels. Most of those practices that are ‘basic’ in RE are
standard practices in PSIRE. Details capturing the use of such practices are provided in the excerpt below:

*During Focus Group discussions, analysts told me that they always assess the system feasibility (*RE1*) before taking on the client’s project/developing any software offer. Methods they use to assess the system’s feasibility conducted in the pre-implementation phase include the software offer, software scope and assessment criteria for packaged software offer. *RE2*, being sensitive to organisational and political considerations when eliciting requirements was something else that analysts from both organisations told me they do. Maintaining this sensitivity is possible by doing things such as “asking the right people about the requirements, respecting the client company’s culture, and maintaining the level of formality the client wants” [user4] [April 12 2012 - Organisation 1 & 2 - Requirements Elicitation Practices]*

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE1</td>
<td>Assess system feasibility</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RE2</td>
<td>Be sensitive to organisational and political consideration</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RE3</td>
<td>Identify and consult system stakeholders</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RE4</td>
<td>Record requirements sources</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RE5</td>
<td>Define the system’s operating environment</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RE6</td>
<td>Use business concerns to drive requirements elicitation</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RE7</td>
<td>Look for domain constraints</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RE8</td>
<td>Record requirements rationale</td>
<td>Intermediate</td>
<td>Common use</td>
</tr>
<tr>
<td>RE9</td>
<td>Collect requirements from multiple viewpoints</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RE10</td>
<td>Prototype poorly understood requirements</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RE11</td>
<td>Use scenarios to elicit requirements</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RE12</td>
<td>Define operational processes</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RE13</td>
<td>Reuse requirements</td>
<td>Advanced</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>

In the following descriptive field notes one can see the analysts carrying out practices RE5, RE6, and RE11.

*I attended a software demonstration meeting during which the analysts aimed to show their product to potential clients and to convince them that the software product they had to offer would satisfy the client’s needs. “We represent our software to a client by developing a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment. It really helps us to explain our software functions and connect these functions to a real case [Team Leader] (*RE5*, *RE6*)”. The clients run a goods inventory and they currently have some software that they use in the company. However, their current software is not adequate for their needs and it currently has some issues. This causes problems like the staff of the inventory having problems following an order, missing orders, and difficulties relating to the inventory of items (*RE7*). All of these issues had been made known to the analysts through the sales team report (*RE1*). The analysts went into the meeting with the purpose of telling the clients about their own inventory software which they think will solve the client’s issues*
The analysts did a few different things during this meeting. At the start of the meeting, first they clarified the client’s issues. They kept referring back to the sales team report in order to ask about the client’s issues (RE1, RE2). They then began explaining what their software could do to solve those issues faced by the client (RE6, RE11). They gave an initial description of their software product’s functionality (RE5). It seemed that they did this in order to give the clients some kind of vision about the product’s functions, and in order to increase the client’s participation in the discussion. [Feb 1, 2012 - Organisation 1 - Pre – Implementation/Software demonstration]

RE practices RE7 through RE13, shown in Table 6.3-1, are practiced rather differently in PSIRE than how they are presented by Sommerville & Sawyer (1997) and Cox et al. (2009). In general RE, a large range of practices could be considered as ‘intermediate’ practices, that is, they are more complex and not always practiced.

Those practices regarded as ‘intermediate’ include looking for domain constraints, recording the requirements rationale, collecting requirements from multiple viewpoints, prototyping poorly understood requirements, using scenarios to elicit requirements, and defining operational processes. In PSIRE, however, these practices are carried out at a range of levels. For example, prototyping poorly understood requirements and using scenarios to elicit requirements are carried out as standardised practices; this difference occurs because software is already developed and might not offer a perfect fit with user requirements. For example, in the following excerpt from my descriptive analysis, RE10 and RE11 are shown being carried out as a standardised practice by analysts engaged in PSIRE:

While showing the client the software, the analysts also engaged in explaining different elements of the software. They explained its various functionalities and clarified various textual and graphical materials. The analysts tried to demonstrate the software in a way that showed how it could support the client’s business (RE11). They also trained some users at the client’s organisation on using some of the software functions. The analysts showed the client printouts of various software functions, in order to gather further client needs or gain more detail about the client needs they already knew about (RE10). They were therefore using a copy of the packaged software in order to explain the software functionalities (RE10), and in order to carry out requirements validation. [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

Looking for domain constraints (RE7), collecting requirements from multiple viewpoints (RE9), and defining operational processes (RE12) are practices that are only carried out with discretionary use in PSIRE. We can see why looking for domain constraints would only be carried out with discretionary use in PSIRE when we consider that SPSVs generally work with SME clients. For the same reason, collecting
requirements from multiple viewpoints also has discretionary use - if a software development company is working for an SME client, the number of users to be considered is small. One other requirements elicitation practice in this group, recording the requirements rationale (RE8), can be considered as having ‘common’ use in PSIRE.

The excerpt from my descriptive notes below details my discussion of this practice:

*In our discussion about whether analysts doing RE for packaged software had to carefully record requirements rationale (RE8), analysts told me that yes, this was a fairly commonly used practice. For example, User5 told me: “It’s best if we do record the requirements rationale because obviously it is smarter if we have a record of that. We might refer to the rationale to see if there is a real business need for a requirement or if it isn’t really needed. Or we might use this record to keep track of or stop scope creep” [April 12 2012 - Organisation 1 & 2 - Requirements Elicitation Practices]*

The practice of reusing requirements (RE13) is an advanced practice, a practice used to improve a system, whereas in PSIRE, it has a completely standardised use. The reason that reusing requirements is so common in PSIRE is because the analysts and clients are almost always using and modifying pre-existing packaged software. In such cases, clients usually engage in as much reuse as possible so as to limit the number of customisations or other forms of modification. Another reason for such reuse is that the new software system or product will be partly intended to replicate or mimic the client’s old system. An example of reusing most of the requirements in a pre-existing software package is shown in the descriptive analysis excerpt below. Here, the client agrees that the package offered fulfils most of their needs, and they ask for only one new requirement:

*The analyst and client then discussed the information that the client had provided on the document forms. The analyst looked at the needs that the client had listed on their document forms, and explained how the current functions in the software provided the attributes that were needed (RE13). If necessary attributes were missing, they wrote this down. The client decided to make a modification request regarding the attribute needed to collect family medical history, so modification request documents were filled out [March 12, 2012 – Organisation 1 - During Implementation – Software demonstration & identify users’ needs]*

<table>
<thead>
<tr>
<th>New Requirements Elicitation Practices - PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table 6.3-2 New Requirements elicitation Practices - PSIRE</strong></td>
</tr>
<tr>
<td><strong>No</strong></td>
</tr>
<tr>
<td>RE14</td>
</tr>
<tr>
<td>RE15</td>
</tr>
</tbody>
</table>
I also identified some new requirements elicitation practices used during PSIRE. The new practices, listed in Table 6.3-2, are using a live software demonstration to elicit the users’ needs (RE14), and using a user manual (RE15). According to Sommerville & Sawyer (1997) and Cox et al. (2009), these practices are carried out at the ‘basic’ level in general RE. My findings showed them to have ‘standardised’ use in PSIRE. It is interesting that the practice of holding live software demonstrations (RE14) is repeatedly used in PSIRE. The reason for frequent use of the live software demonstration in PSIRE is that it educates users about the software’s functionalities, helps to increase users’ participation in discussions, and helps analysts to discover and discuss user needs and any misalignments between these needs and what the software product or system can do (Sia & Soh, 2007). For example, here is an excerpt from my descriptive notes showing the use of a live software demonstration:

*Today I accompanied the analysts on a trip to the client’s company site. The analysts engaged in a software demonstration of the HR software they had developed for the client. The client had already accepted the software offered by Organisation 2, but now a more in-depth understanding of the users’ needs was required. I observed that there seemed to be various reasons behind the meeting/demonstration: some were to do with the software itself, some were to do with the client’s requirements, and some were to do with the client’s company environment. As the analysts showed the client the software and discussed the client’s needs from the software, it was apparent that the analysts were trying to validate the client’s needs (i.e. confirm those needs/requirements they had already collected), to get a better understanding of the client’s business process, and to identify any mismatches between the client’s needs and the software. These actions helped the analysts know more about the client’s requirements [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]*

In addition, a live software demonstration may help to convince users that there are alternative solutions to any misalignments that are identified (Al-Mashari & Al-Mudimigh, 2003): the live software demonstration can be used to show work-arounds (Khoo & Robey, 2011). In packaged software implementation, work-arounds are used with the intention of minimising customisation, not in order to reduce conflicts between requirements. In the software organisations I observed, ‘work-arounds’ were used when the analysts tried to convince clients to use the software as it already was, rather than ask for a full-scale customisation. This could be deemed a ‘work-around’ because the client does end up getting the function or result they want, just not in the particular order they desired, while the software organisation avoids having to customise a
function. But this kind of work-around is only possible if the client’s customisation request responds to what is only a ‘perceived’ misalignment rather than a ‘real’ one. If a required function is totally missing from the software or can’t somehow be supplied by the existing software, then the function has to be built. Examples of the importance of these issues can be found in my descriptive analysis below:

The Team Leader told me that “We have to reduce making changes [customization/new features] in our software. Cause it’s not easy to do. It’s not easy to throw away software that has been developed over several years. Yesterday we met with users for HR software, and they kept stressing that the software did not have this function or this function, and so on. Actually, our software does provide those functions, but not in the order they want, so in such a case we explain to users how such functions work and the order of the function process ... However, if the request from the user is really something that does not exist in the software, such as a transaction formula, and if it requires us to make new features, then we have to make them”. From what the Team Leader said today and from what I observed yesterday at the meeting he described, I have reached some conclusions about what issues are deemed most important by the analysts when deciding whether to fix misalignments or not (by making customisations or new features), and what sorts of guidelines they follow when making these decisions. I’ve observed that the analysts think about the following concerns and take the following actions: When analysts discover a misalignment, they respond in one of two ways: they either tell the user’s company that they should accept the packaged software as it is – this might mean that the company actually has to change their own business process so that it aligns with what the software provides and how it provides it – or, the analysts agree to carry out the modification requested, either by customising a function or adding a new function. The decision of whether they should make the customization/ new feature or not seems to be guided by two considerations: first, the analysts decide whether the particular misalignment that was discovered is actually a real misalignment or not. I witnessed the analysts making a distinction between ‘actual’ misalignments and misalignments that were only ‘perceived’ by the client [Feb 27, 2012 - Organisation 2 - Respond to the discovery of misalignments]

It was found that using a user manual (RE15) is a standard practice in PSIRE. The purpose of user manuals in PSIRE is to educate users about the software’s functionalities so that users will have initial knowledge of the software even before they use it. Analyst said that: “We always create a user manual for the client because we want them to know everything the software can do and so they will have a better appreciation of it. This might also decrease any confusion later on when they use it” [User2].

6.4. Requirements Analysis and Negotiation

Requirements analysis and negotiation are defined as practices that help analysts to identify and resolve problems associated with the elicited requirements. These may
include identifying and resolving misunderstanding, incompatibility issues, and missing information.

Table 6.4-1 Requirements analysis and negotiation in PSIRE

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA1</td>
<td>Define system boundaries</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RA2</td>
<td>Use checklists for requirements analysis</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RA3</td>
<td>Provide software to support negotiations</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RA4</td>
<td>Plan for conflicts and conflict resolution</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RA5</td>
<td>Prioritise requirements</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RA6</td>
<td>Classify requirements using a multi-dimensional approach</td>
<td>Intermediate</td>
<td>Common use</td>
</tr>
<tr>
<td>RA7</td>
<td>Use interaction matrices to find conflicts and overlaps</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RA8</td>
<td>Assess requirements risks</td>
<td>Advanced</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>

We can see in Table 6.4-1 that in requirements analysis and negotiation, many of the practices are considered basic elements of RE. For example, RA1 through RA5, which involve defining system boundaries, using checklists, providing software to support negotiations, planning in case of conflicts, and prioritising requirements, are all listed at the basic level in the table above. In PSIRE, RA1 (defining the system boundaries) and RA3 (providing software to support negotiations) have documented standards that are followed, and are always used. They can therefore be considered as receiving ‘standardised’ use. These findings regarding requirements analysis and negotiation practices were drawn primarily from the day by day descriptive analysis forms. For example, here is an excerpt from my descriptive notes relating to the defining of system boundaries:

*Today I learned about how the software analysts actually go about deciding how to create a software offer. I was present at the meeting at which they discussed creating an offer, and they explained to me what some of the most important factors to consider were. The reasons for meeting to discuss what elements should go into the software offer (RA1) were that the analysts needed to define the software scope offer; the analysts needed to create and provide to the client clear guidelines regarding which pre-conditions (RA1) had to be met for a packaged software implementation to go ahead;........ One analyst told me that: "It was a big issue [scope], and it had required a lot of effort and time to work with that undefined scope to understand business practices and business requirements. Therefore, our strategy now is to define the scope of the software early on so that we will be prepared for the next step in the case that clients accept the software offer” [User5]. Another analyst said: “If the client already has software and he/she needs to replace it, there will definitely be some functions that our current software does not provide, so we need to know what these functions are and then assess whether we can provide them, *
otherwise the client will not buy our software since we could not provide solutions for his/her issues” [User6] [Feb 9, 2012 - Organisation 2 - Software Offer]

So, I watched the analysts trying to install the software. The analysts’ Team Leader said to me: “We start explaining the software functions (RA3). So we install a copy of the software, not to be used in a real process, but to help us to explain our software functions to users….. I think that helps the users know what software can do….. As you know, users sometimes have no understanding of what software can do, so we use a copy of our software to teach them, and to help users to engage in a good discussion about the software functions and their business process (RA4)] [User4]” [Feb 12, 2012 - Organisation 1 – Installation]

Two practices RA2 (using checklists for requirements analysis) and RA5 (prioritising requirements) receive ‘discretionary’ use in PSIRE. This is understandable, since analysts, during packaged software implementation, use screenshots to validate user needs, rather than using a checklist. This is because the software has already been created. Also, during PSIRE, prioritising requirements is not a basic practice. Rather, analysts collect requirements in a circular process and develop those requirements that are agreed upon at the time or that their managers agree should receive priority (i.e. the use of this practice is at the managers’ discretion). The practices RA6 and RA7 are used at the intermediate level in RE. However, in PSIRE, prioritising requirements using a multi-dimensional approach (RA6) receives ‘common’ use (that is, it is used at a similar level as in general RE). Using interaction matrices to find overlaps or possible conflicts (RA7) does not receive common use or standardised use in PSIRE, however. In PSIRE, this practice is discretionary, not common or universal. Information supporting these conclusions was supplied from the following excerpt of my descriptive notes:

Our discussion of RA6, classifying requirements using a multi-dimensional approach, led to my finding out that the analysts I questioned use this practice quite often, though not every time. The ways that they go about classifying requirements using a multi-dimension approach (RA6) include software demonstration, use print-out of a screen shot, and users’ misalignments form. I asked why the considered this practice to be relatively important and why its use was common in their organisations. One analyst replied: “We consider it important because help us to reduce the misunderstanding between us the users, and also help us to pass the users’ needs to developers in clear way” [User2], and another said “We have a multi-dimensional approach to classifying requirements because we could manage the users’ needs and discuss it with them in different ways so we will reduce and conflict That’s why we want to use it” [User6]. We also discussed RA7, ‘using interaction matrices to find overlaps or possible conflicts’. The discussion revealed that this practice only has discretionary use in PSIRE: the analysts don’t feel this is necessary very often and this practice is only followed if their manager feels there is a need for it. The analysts made some comments about the use of interaction matrices, saying that “they were of limited use when implementing too many modules of our software because we have to manage users’ needs by consider how these needs related to software functions and other needs from different modules” [user4]. So they feel there is really not much need for doing this during the implementing of packaged software. [Organisation 1 & 2 April 19, 21 2012 - Requirements Analysis and Negotiation]
Lastly, ‘assessing requirements risks’ (RA8) is presented as an advanced practice by Sommerville & Sawyer (1997) and Cox et al. (2009), but is a standardised practice in PSIRE. The main activities that were a part of the analysts’ assessments of requirements risks in PSIRE were thinking about whether customisations were really necessary or not, and whether going ahead with a customisation request could harm the software. Such considerations can be seen in the descriptive analysis notes provided below:

The Team Leader told me that “We have to reduce making changes [customisation/new features] in our software. Cause it’s not easy to do. It’s not easy to throw away software that has been developed over several years (RA8). Yesterday we met with users for HR software, and they kept stressing that the software did not have this function or this function, and so on. Actually, our software does provide those functions, but not in the order they want, so in such a case we explain to users how such functions work and the order of the function process ... However, if the request from the user is really something that does not exist in the software, such as a transaction formula, and if it requires us to make new features, then we have to make them (RA8)” [User5]. From what the Team Leader said today and from what I observed yesterday at the meeting he described, I have reached some conclusions about what issues are deemed most important by the analysts when deciding whether to fix misalignments or not (by making customisations or new features), and what sorts of guidelines they follow when making these decisions (RA8) [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]

Once more, I identified some new practices related to requirement analysis and negotiation. These include using print-outs of screen shots to clarify conflicts and engaging in other forms of conflict resolution (RA9), and using live case scenarios to support negotiations (RA10).

<table>
<thead>
<tr>
<th>New Requirements Analysis and Negotiation Practices - PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No</strong></td>
</tr>
<tr>
<td>RA9</td>
</tr>
<tr>
<td>RA10</td>
</tr>
</tbody>
</table>

The use of printouts and other forms of conflict resolution and the use of live case scenarios have ‘standardised use’ in PSIRE. Neither of these two practices has been mentioned in past literature on this topic. Examples of analysts using print-outs of screen shots and using a copy of the software to support their negotiations with a client are given in the descriptive notes below:
While showing the client the software, the analysts also engaged in explaining different elements of the software (RA10). They explained its various functionalities and clarified various textual and graphical materials. The analysts tried to demonstrate the software in a way that showed how it could support the client’s business (RA10). They also trained some users at the client’s organisation on using some of the software functions. The analysts showed the client printouts of various software functions, in order to gather further client needs or gain more detail about the client needs they already knew about (RA9). They were therefore using a copy of the packaged software in order to explain the software functionalities, and in order to carry out requirements validation (RA10) [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

The use of print-outs of screen shots assumes importance in PSIRE as this can give users a valuable chance to see how a piece of software looks, and also helps analysts to identify functions that need to change. Meanwhile, previous research by Khan (2011) shows that combining interviews, workshops, and prototyping can be a very effective method for the RE phase.

6.5. Describing Requirements Practices

‘Describing requirements’ is defined as guidelines to be followed when writing requirements. If good guidelines are established, this will maximise analysts’ and developers’ understanding of requirements.

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR1</td>
<td>Define standard templates for describing requirements</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>DR2</td>
<td>Use language simply and concisely</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>DR3</td>
<td>Use diagrams appropriately</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>DR4</td>
<td>Supplement natural language with other descriptions of requirements</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>DR5</td>
<td>Specify requirements quantitatively</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
</tbody>
</table>
reasons for such use. For example, here is an excerpt from my descriptive analysis, which provides such detail:

The next stage of each Focus Group was to start talking about the ‘Describing Requirements’ practices that analysts used for packaged software pre-implementation and implementation. I had already defined these practices for the analysts at the start of each Focus Group. We first discussed the practice of defining standard templates for describing requirements (which I called DR1), which is a basic practice in RE. All the analysts who spoke about this stated that this was a practice they always did in their organisation. User5 stated: “We always do that because that’s a pretty basic thing. When we describe requirements we all have to use very similar templates so it’s not confusing”. User4 said “We want to show consistency and also make it possible for other employees to read the document if necessary so we would always use the same kind of template. We figure that out before proceeding ... That is a practice we always use”. I next discussed DR2 with them, ‘use language simply and concisely’. It seemed like there could be some ambiguity about what was considered ‘simple’ language, but the statements made by the analysts all suggested that they thought this was important and that analysts in their organisations always tried to do this. User2 stated: “We don’t want what we’re writing to be unclear to anybody and we want to be able to understand our documents later on. So we use technical language but in a simple way, and we keep things short and specific”. This statement and others that were very similar strongly suggest that this is a practice that they always use, so I have found it to be a standardised practice [April 26 and May 3 2012 - Organisation 1 & 2 - Describing Requirements Practices].

Therefore, in PSIRE, most of those practices that Sommerville & Sawyer (1997) and Cox et al. (2009) consider ‘basic’ RE practices do receive standardised use. However, DR3, using diagrams appropriately, is practiced with discretionary use, probably because the software has already been developed. Another practice can be observed in PSIRE is the use of DR5, specifying requirements quantitatively, which Sommerville & Sawyer (1997) and Cox et al. (2009) regard as ‘intermediate’. However, this practice has discretionary use in PSIRE. Information supporting these findings is provided in the excerpt of descriptive analysis below:

We also discussed DR3, “use diagrams appropriately”. The diagrams meant here are diagrams that would help to show the connections between different parts of software, what’s needed to run the software, or explaining the purpose behind different parts of the software, or functions of different parts of the software. Overall, the analysts said this is not really used that often. User4 said something that seems to explain that this practice isn’t used much in packaged software pre-implementation and implementation because the software has already been developed and thus doesn’t need a lot more technical explanation at this point, only demonstration: “The analysts are already ready familiar with the software once the package has been developed so we don’t really need diagrams that explain it more. We have learnt enough about the software already. Sometimes we make diagrams to show to the users” [User4]. It seems that whether the analysts create or provide diagrams as part of pre-implementation and implementation activities relies on the individual situation and whether the Team Leader of a group of analysts or the group themselves thinks it’s necessary. Thus, it seems that this practice in PSIRE has ‘discretionary use’: it is just used as needed. Then we discussed DR4, ‘supplementing natural language descriptions of requirements with other forms of description’. This means that while the analysts almost always tried to use language simply and concisely they might also have the option to supplement such simple/straightforward descriptions of requirements with other ways of describing the requirements. The
information provided by the analysts in response to this practice suggested that this practice has ‘common use’ in PSIRE. DR5, ‘specifying requirements quantitatively’ was also discussed. This is a practice that is followed at an intermediate level: that is, it’s sometimes used. I had explained that by specifying requirements quantitatively, analysts said that they would only do this if it were really necessary it wasn’t a standard practice and it wasn’t something that they did very often. Therefore, I believe it has discretionary use in PSIRE [April 26 and May 3 2012 - Organisation 1 & 2 - Describing Requirements Practices]

Table 6.5-2 New Describing requirements Practices - PSIRE

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR6</td>
<td>Specify relationship between users’ needs and other software functions</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>DR7</td>
<td>Specify relationship between users’ needs and data stores</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>

Table 6.5-2 shows some new practices that have been identified as being involved in describing requirements in PSIRE. The new practices involve specifying relationships between users’ needs and other software functions (DR6), or between users’ needs and data stores (DR7). These practices have standardised use in PSIRE. My descriptive notes about these practices are given below:

As in my discussion about the previous set of practices, discussions with the analysts revealed that there were some practices they follow in PSIRE that I had not known about or mentioned on the list. So two new practices were found: DR6, ‘specify the relationship between users’ needs and other software functions’, and DR7, ‘specify the relationship between users’ needs and data stores’. We discussed both of these, and the analysts told me that specifying the relationship between users’ needs and other software functions meant that the analysts had to have a thorough grasp of the structure of the software and how each function of the software fit together. They had to know why each function was present and whether/how the software would work if that function was taken away. Various analysts said this was really important because sometimes clients state that one of their requirements is to get rid of a specific function: “they don’t think they’ll need or use that function and they don’t want it there” [User4]. The analysts have to consider and be able to figure out whether they can follow the client’s request to remove a particular function, because if “we just go ahead and remove it, this could have repercussions for the software, making it run worse, removing information or fields that could be needed elsewhere in the system, or making the software inoperable.” [User5]. DR7, specifying the relationship between users’ needs and data stores, relates specifically to thinking about the problems that could occur if particular fields and functions are added or removed, in relation to whether this would add/remove data that is needed elsewhere in the system or that would need to be accessed by the client from another part of the system/another screen. Sometimes the analysts will realise that the request will not disrupt the software, so they may go ahead with it; other times they decide it is impossible or too risky [April 26 and May 3 2012 - Organisation 1 & 2 - Describing Requirements Practices]

The importance of such issues related to specifying the relationship between users’ needs and other software functions and specifying the relationship between users’ needs and data stores is also shown in my analysis and comments about the ‘Client Request Form/Misalignments Specification Form’ provided below. In the case that a client
wishes to make a request for a particular function to be added or for another to be removed, they fill out a particular form and send it to the software development organisation. The form will state what exactly is requested and why the request has been made. The analysts use such forms in order to keep track of how the client’s requirements are related to business needs and to aid them in considering whether a request is possible. See the discussion of the ‘Misalignments Specification Form’ below:

**Transaction Formula:** 80 JD is taken from the first month of an employees’ salary; return the 80 JD after 3 months if the employee is still active or minimum working days is 70 (DR6). The deduction of costs for uniforms should be saved in deduction table under uniforms deduction (DR7)

**Relation with other functions:** Employees Salary, employees’ status, salary report (DR6).

**Database Tables:** add uniforms deduction field to deduction table (DR7).

In this case, the request is created as the analyst fills in a request form by using a software tool that was created internally by the analysts’ company. This software tool is used by the analysts to exchange information within the analysts’ company and to manage their work. Even without having any prior knowledge of the analysts’ organisation involved, one can gain insights about the analysts’ organisation by making observations of the request form. The context and layout of the request form is very structured and the language used on the form is formal [Feb 14, 2012/ Organisation 2 - Misalignments Specification Form]

In PSIRE, specifying the relationship between users’ needs and other software functions (DR6) involves task activities such as discovering what functions are redundant in software and what software functions are essential. This is important in PSIRE because when users inform the analyst that a particular function is redundant and that they would like it removed, the analyst has to consider whether the unwanted function is actually connected to other functions of the software. This process also involves identifying which customisation requests can be met without disrupting the software. Thus, users’ needs, the scope of the project, and customisation risk are all factors that are considered when dealing with the intersections between software functions and users’ needs.

### 6.6. System Modelling Practices

System modelling is a process activity that relates to the building of abstract system models that aid in the understanding and analysis of requirements and of understanding
their implications for the proposed system. System modelling may also follow various guidelines and can be carried out at basic, intermediate, or advanced levels.

<table>
<thead>
<tr>
<th>System Modelling Practices</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM1 Develop complementary system models</td>
<td>Basic</td>
<td>Never used</td>
<td></td>
</tr>
<tr>
<td>SM2 Model the system’s environment</td>
<td>Basic</td>
<td>Never used</td>
<td></td>
</tr>
<tr>
<td>SM3 Model the system architecture</td>
<td>Basic</td>
<td>Never used</td>
<td></td>
</tr>
<tr>
<td>SM4 Use structured methods for system modelling</td>
<td>Intermediate</td>
<td>Discretionary use</td>
<td></td>
</tr>
<tr>
<td>SM5 Use a data dictionary</td>
<td>Intermediate</td>
<td>Common use</td>
<td></td>
</tr>
<tr>
<td>SM6 Document the links between stakeholder requirements and system models</td>
<td>Intermediate</td>
<td>Standardised use</td>
<td></td>
</tr>
</tbody>
</table>

From Table 6.6-1 we can observe that developing complementary system models (SM1), modelling the system’s environment (SM2), and modelling the system’s architecture (SM3) are practices used at the basic level in RE, but that they are never used within PSIRE. It is also interesting to note that a basic system model in PSIRE would be similar to a prototype method with natural language description (Beecham et al., 2003). However, formal system modelling such as context diagram, DFD, use cases, and so on have not been used as requirements modelling methods in PSIRE (Laplante et al., 2002). This may be because PS implementation analysts focus on customisation requests and their impact on software functions. Rather than collect all customisation requests at one time and work on them all at the same time, analysts using PSIRE collect new requests as they come in, possibly on a daily basis. As a result of this approach, they do not engage in system modelling.

Other forms of system modelling practices are practiced at varying levels within PSIRE. Documenting the links between stakeholder requirements and system models (SM6) is a practice that has standardised use in PSIRE, but using a data dictionary (SM5) and using structured methods for system modelling (SM4) are not standardised practices in PSIRE. Rather, the data dictionary receives common use (SM5) and the structured methods (SM4) receive discretionary use. However, the way that analysts document the links between stakeholder requirements and system models (SM6) in PSIRE is by using a Users’ needs/Misalignments Specification document in which the relationships
between users’ needs and other software functions are specified. The document also specifies the relationship between users’ needs and data stores.

6.7. Requirements Validation Practices

Requirements validation can be defined as consisting of practices that make up formal validation procedures that help analysts to check for problems related to incomplete requirements, inconsistent requirements, or incompatibility between systems or between an organisation and a new system. Requirements validation practices are also established to ensure that requirements can be verifiable and to help set quality standards.

Table 6.7-1 Requirements validation in PSIRE

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RV1</td>
<td>Check that the requirements document meets your standards</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RV2</td>
<td>Organise formal requirements inspections</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RV3</td>
<td>Use multi-disciplinary teams to review requirements</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RV4</td>
<td>Define validation checklists</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RV5</td>
<td>Use prototyping to animate requirements</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RV6</td>
<td>Use a draft user manual</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RV7</td>
<td>Propose requirements test cases</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RV8</td>
<td>Paraphrase system models</td>
<td>Advanced</td>
<td>Discretionary use</td>
</tr>
</tbody>
</table>

As seen in Table 6.7-1, in RE, there are four ‘basic’ practices involved with requirements validation, which are checking the standard of the requirements document (RV1), organising formal requirements inspections (RV2), using multi-disciplinary teams when reviewing requirements (RV3), and defining validation checklists (RV4). Within PSIRE, however, these practices receive varying levels of practice. These findings regarding requirements validation practices were drawn primarily from my day by day descriptive analysis notes. For example, here is an excerpt from my descriptive notes:

*I first discussed the practice of checking the standard of the requirements document (RV1) with the analysts. The different responses I received suggested that this is a practice they always observe; they see*
it as a basic expectation. The analysts also gave me some ideas regarding the kinds of things they are looking for when they check the requirements document to see if it meets the necessary standard: User2 “We are looking for incomplete requirements, for places where the requirements don’t make sense, for places where we might have repeated the requirements”. It seemed that the analysts did not very often organise formal requirements inspections (RV2): they said that this is seldom done and only organised if the Team Leader thinks it is needed. One analyst told me “we don’t usually need formal inspections because we already have the requirements document and sales and marketing team report which tells us what to provide” (RV3), using a multi-disciplinary team to review requirements, also came through as a practice that is not used very much. The analysts do not think this is very necessary because analysts’ concentrate on how the requirements and users’ needs related and impact on packaged software functions only so they used Misalignments specification form to express users’ needs. The analysts did say that they often defined validation checklists (RV4). Different analysts during the Focus Groups considered defining the validation checklists important “once we collected many requirements from users at one meeting so we have to list these requirements down to be clear about users’ needs [User5] [May 12 2012 - Organisation 1 & 2 - Requirements Validation]

While organising formal requirements inspections (RV2) and using multi-disciplinary teams when reviewing requirements (RV3) are both basic practices in RE, they are practices that have only discretionary use in PSIRE. This is because with packaged software there can be different sources of requirements for a computer-based system: for example, end-users of the system, managers in the organisation and customers of the organisation. All have their own viewpoint on the services that the system should provide. During a requirements review process these different viewpoints should be considered in order to reduce requirements errors. It may be that RV2 and RV3 should be standardised practices for large organisations where many systems are complex and difficult to quickly understand. In this study, however, RV2 and RV3 are not standardised practices, because most of the client organisations considered are SMEs in which the number of users is small. The analysts engaged in PSIRE instead used software demonstrations to target users and to collect the misalignments at the same time as validating the misalignments. Thus, answering the customisation requests became part of their daily work and projects. Meanwhile, defining validation checklists (RV4) is a practice that may be widely used in PSIRE, but is not mandatory. Validation checklists concentrate on the requirements document as a whole and help those conducting validation to concentrate on important attributes of the requirements document. However, defining validation checklists was not considered a standard or essential practice by organisations engaging in PSIRE.
The following excerpts taken from my descriptive analysis of two of the software demonstrations I attended show analysts engaging in requirements validation practices RV1 through RV4 so that they can collect information about misalignments, validate the misalignments, and convince their clients about the suitability of the software at the same time:

As the analysts showed the client the software and discussed the client’s needs from the software, it was apparent that the analysts were trying to validate the client’s needs (RV1) (i.e. confirm those needs/requirements they had already collected), to get a better understanding of the client’s business process, and to identify any mismatches between the client’s needs and the software. These actions helped the analysts know more about the client’s requirements (RV2). While showing the client the software, the analysts also engaged in explaining different elements of the software (RV3). They explained its various functionalities and clarified various textual and graphical materials.[Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

…….The analyst then carried out a software demonstration on his own to validate that the modifications had been made and to show how the software functions worked (RV1). Then, as part of a live scenario demonstration, he got the client to use the software as though they were issuing books, and trained them on how to use the software functions (RV4). The client was happy with everything that had been done and with the training they had received, so at the end of the meeting the client signed the modifications acceptance form and the trained functions list..... [March 21, 2012 - Organisation 1 - During Implementation – Software demonstration & validation of users’ needs]

Three practices in RE validation are carried out at the intermediate level: using prototyping to animate requirements (RV5), using a draft user manual (RV6), and proposing requirements test cases (RV7). Within PSIRE, these three practices all receive standardised use. Within PSIRE, using prototyping to animate requirements (RV5) and proposing requirements test cases (RV7) involve software demonstration. One last practice, paraphrasing system models (RV8) is treated as an advanced practice in RE and has only discretionary use in PSIRE. The excerpt from my descriptive notes below shows several of these requirements validation practices being used in PSIRE:

We discussed using prototyping to animate requirements. I discovered that this is something the analysts do very often; in fact, they said it was a standard practice for them (RV5). The analysts from both organisations always create prototype versions of the software (which are completed packages but possibly without all of the functions the client might require) so that they can do a live demonstration of the software to the client. They saw this as the best way to present information about the software to their clients, since clients can see it working (RV5). Proposing requirements test cases was also a practice that different analysts said they followed every time. One analyst said that this was always done because “users would like to see how their needs and requests are working with really data so we present the modifications by really data from users business process”[User2]. I also learnt from discussions during the Focus Groups that analysts from both of the organisations always use a draft user manual while conducting requirements validation. The draft version of a user manual is taken along to any software demonstration that analysts give because it can be used to help explain the software to clients or to do some initial training on the software. User4 said that “we leave a copy of the draft manual with the client
to look at it so that clients will get information about software functions and how they work and we usually give our clients copies of draft user manuals after clients accept the software offer” (RV6). The draft manual is given to the client to read or keep at some point. I also asked the analysts if they paraphrased system models, which is another practice sometimes used in RE. The analysts’ statements suggested that this practice only receives discretionary use. One analyst from Organisation 2 told me “We don’t usually do that unless users’ needs are added some benefits for our software otherwise the we just add as modifications on the software within client profile” [User5] [May 12 2012 - Organisation 1 & 2 - Requirements Validation]

I observed analysts from both organisations carry out these practices (RV5 through RV8), as they prepared for and carried out software demonstrations:

....The analysts tried to demonstrate the software in a way that showed how it could support the client’s business (RV7). They also trained some users at the client’s organization on using some of the software functions. The analysts showed the client printouts of various software functions (RV6), in order to gather further client needs or gain more detail about the client needs they already knew about. They were therefore using a copy of the packaged software in order to explain the software functionalities (RV7), and in order to carry out requirements validation (RV5),... [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

....Then they started explaining what modifications they had made to the software functions (RV5). Their next task was to demonstrate the software to actually show that these modifications had been made successfully and that they reflected the client’s requests (RV5 and RV7), and to show the software actually working (RV7),... [March 12, 2012 – Organisation 1 - During Implementation – Software demonstration & identify users’ needs]

The way that the analysts showed their client the software in order to demonstrate that completed modifications worked successfully matches recommendations in the literature. It was recommended by Beecham et al. (2003) that for each requirement one or more test cases should be proposed to identify any requirements errors. Requirements errors can have a wide impact on the success of software development projects. No software process can keep delivery times, costs and product quality under control if requirements errors are not identified and removed early on (Beecham et al., 2003). One solution recommended for managing uncertainty about requirements is prototyping. Other motivations for building a prototype are: eliciting requirements, validating requirements, and determining the feasibility of particular solutions (El Emam & Madhavji, 1995; Beecham et al., 2003). However, in PSIRE, using prototyping and requirements test cases through software demonstration were also used as strategies for identifying ‘actual’ misalignments and ‘perceived’ misalignments. This is understandable because analysts support the idea of minimising customisation. My
descriptive analysis below discussing their approach toward customisations demonstrates this:

... [The] Team Leader said, analysts believe that a misalignment is ‘real’ only when the software provided does not support the transaction that has been requested or does not support necessary transaction formula. If the software functions actually do support some transaction desired by the client, but do the transaction in a different order than what the client wants, the analysts do not consider this a real misalignment: instead they consider it only a ‘perceived’ misalignment – i.e. a misalignment from the point of view of the client (this done by software demonstration RV5 and RV7). The analysts seemed to be less interested in correcting misalignments that were only ‘perceived’ ones rather than ‘actual’ ones (RV5)......From my general interaction with this Organisation (and also with Organisation 1) I can see that these two medium-sized software companies don’t really want to carry out many customisations. Both organisations have a policy of minimising customisation as much as possible. This explains why the analysts from Organisation 2 were quick to show their client that their software actually did provide one of the transactions that they wanted (RV5 and RV7). I’ve concluded that these medium-sized software companies want to minimise customisation as much as possible, and that when they consider whether to go ahead with a customisation, they are less likely to do it if a) the customisation request is outside of the software scope, and b) the misalignment that the client identified is only a ‘perceived’ misalignment. I think that these guidelines for making decisions about misalignments might sometimes be affected by how much the client is willing to pay for a customisation...[Feb 27, 2012 - Organisation 2 - Respond to the discovery of a misalignments]

6.8. Requirements Management Practices

Requirements management is defined as a system of guidelines and activities used to manage requirements information throughout the project development life-cycle.

Table 6.8-1 Requirements management in PSIRE

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM1</td>
<td>Uniquely identify each requirement</td>
<td>Basic</td>
<td>Common use</td>
</tr>
<tr>
<td>RM2</td>
<td>Define policies for requirements management inspections</td>
<td>Basic</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RM3</td>
<td>Define traceability policies</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RM4</td>
<td>Maintain a traceability manual</td>
<td>Basic</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RM5</td>
<td>Use a database to manage requirements</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RM6</td>
<td>Define change management policies</td>
<td>Intermediate</td>
<td>Standardised use</td>
</tr>
<tr>
<td>RM7</td>
<td>Identify global system requirements</td>
<td>Intermediate</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RM8</td>
<td>Identify volatile requirements</td>
<td>Advanced</td>
<td>Discretionary use</td>
</tr>
<tr>
<td>RM9</td>
<td>Record rejected requirements</td>
<td>Advanced</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>

It can be seen from Table 6.8-1 that requirements management involves four basic practices: uniquely identifying each requirement (RM1), defining policies for requirements management inspections (RM2), defining traceability policies (RM3), and
maintaining a traceability manual (RM4). However, three of these practices (RM1, RM3, and RM4) are not practiced at a standardised level in PSIRE. Instead, in PSIRE, identifying the requirements and defining the policies for requirements management inspections have common use, while defining the traceability policies and maintaining a traceability manual are practices that are not standard or normal, but rather, discretionary. Some observations that helped lead to these findings are shown in the following excerpt from my descriptive notes:

I discussed the practice of uniquely identifying each requirement with the analysts. It turned out that even though this is a basic practice in RE, it isn’t a practice that the PSIRE analysts use every time. When I asked them why this is not a standardised practice, I received answers such as: “Doing that practice isn’t necessary every time because sometimes the requirements for a piece of software are quite simple or are close to the pre-completed software already” (RM1) (User2), and “Some requirements can be grouped together, so we don’t have to uniquely identify each requirement” (RM1). Next we discussed defining the policies for requirements management inspections, and, from the information the analysts gave, it seems like defining these policies is also done most of the time and could be considered as having a standardised use. When the analysts define the policies they usually consider things like software scope, software prices, and assessment criteria for software implementation (RM2). We also discussed two practices that I had listed related to maintaining traceability of requirements. I asked the analysts about ‘defining traceability policies’ and ‘maintaining traceability manual’, and found out that the analysts don’t always do either of these. Neither of them are done often at all; they are just used when required. User5 said that “we take a more ad hoc approach that instead involves continuous improvement of our product in response to clients’ requirements and how clients feel about the product” (RM3, and RM4) [May 17 2012 - Organisation 1 & 2 - Requirements Management]

As shown below, in an example taken from my daily descriptive analysis, the analysts I observed often did uniquely identify each requirement (RM1 and RM2). In the example below, we can also observe the analyst using a modification request document in a way that assists with change management (RM6):

The client decided to make a modification request regarding the attribute needed to collect family medical history, so modification request documents were filled out (RM1 and RM2). The client then signed these documents. The analysts told me that these documents are used in order to formally keep track of what the client had requested – the documents work as validation of the user’s needs and also provide some security against the client later asking for further changes (RM6). Before the modification request documents were signed by the client, there was a short discussion about what the likely time estimate of the modification would be [March 12, 2012 – Organisation 1 - During Implementation – Software demonstration & identify users’ needs].

One of the practices that are intermediate in RE, using a database to manage requirements (RM5) is a standardised practice in PSIRE. For example, the organisation in the quote below made sure to keep a database in which they documented installations of software and any changes made to software:
In this case, the request is created as the analyst fills in a request form by using a software tool that was created internally by the analysts’ company (RM5). This software tool is used by the analysts to exchange information within the analysts’ company and to manage their work ... [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]

At the end of the meeting, the clients signed a report stating that the installation had taken place. It appears that the analysts make sure to document every action of this kind as a way of managing the progress of different projects (RM5) [March 11, 2012 - Organisation 2 – Installation]

However, one practice that is intermediate in RE, identifying global system requirements (RM7), receives only discretionary use in the PSIRE process. During the Focus Groups I held, I was told by analysts that ‘identifying global system requirements’ was not a high-priority practice because the analysts rarely had to do this. They were not usually considering global system requirements since they deal with local users. Lastly, two practices can be considered advanced in RE: identifying volatile requirements (RM8) and recording rejected requirements (RM9). In PSIRE, the practice of identifying volatile requirements is completely discretionary, while the practice of recording rejected requirements is not an advanced practice, but rather a standard one that is always used. The finding regarding the facts that analysts did always keep records of which requirements had been rejected was drawn primarily from information located in my day by day descriptive analysis forms. Here is a relevant excerpt from my descriptive notes:

The analysts ended up signing off on the ‘change request’ that the clients had made regarding the formula related to uniforms (RM6). To me, it looked like there were two main benefits to having such a ‘change request’ form and needing to have it signed: it would be useful to have an official documented request to refer back to later, for information or for confirmation that an agreement was reached, and this request form helped to manage the whole implementation process. The analysts did turn down one customization change request, though. The Accounting Manager of the client organisation asked the analysts to add some attributes to the employee’s salary reports. The analysts answered this by saying that the attributes that were being requested already existed within the software (RM9). At the end of the meeting, the analysts signed off the users’ meeting summary [Feb 26, 2012 – Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

In RE, analysts may also record rejected requirements (RM9). If this is done, it is practiced at the advanced level. However, in PSIRE, recording rejected requirements is actually treated as a core practice and has standardised use. Analysts carrying out PSIRE may have a greater need than analysts doing RE to record rejected requirements. This is because analysts doing PSIRE may need to refer back to a list of requirements that other analysts have rejected in response to requests from other clients. This can tell
the analyst which requirements were previously rejected because they would have a negative effect on the software. Alternatively, analysts may look at such a list in terms of considering possible benefits that could be gained if the rejected requirements were followed up on in future. For example, the rejected requirements could be kept in mind for inclusion in the next release requirements. There are some factors that may lead analysts to reject requirements, such as whether a requirement is ‘actual’ or ‘perceived’, the potential benefits of the requirement, the software scope, software price, and the client’s organisation size.

6.9. Result Validation through Participants Checking

This section explains and validates the study findings from the participants’ perspective. It is essentially an assessment of the RE practices in terms of PS implementation. After the data had been analysed inductively to produce the findings reported in this and the preceding chapter, I sent emails to both organisations in order to arrange participants checking sessions with analysts. One organisation agreed to participate in participants checking. In ‘stage one’, the participants, consisting of 16 analysts, were asked to review a checklist (Appendix H) of RE practices and mark those practices which they either personally used or witnessed someone else on their team using in the process of PSI, and to describe the way it was used (either ‘SU’, ‘CU’, ‘DU’, or ‘NU’).

The instructions for the participants stated: “We are interested in understanding which practices you use in requirements engineering. For each practice shown in the following tables place a tick in the column that indicates whether you either personally used or witnessed someone else on your team use that practice during the packaged software implementation process”.

- Standardised use (SU): This practice has a documented standard and is always followed as part of the organisation’s software development process i.e. it is mandatory.
- Common use (CU): This practice is widely followed in the organisation but is not mandatory.
• Discretionary use (DU): This practice is used at the discretion of individual project managers. Some may have introduced the practice for a particular project.
• Never used (NU): The practice is never or rarely applied.

In ‘stage two’, I compared the practices marked in order to note similarities and differences between my ethnographic account analysis and the participants’ answers, as shown in Table 6.9-1 and Table 6.9-2 below. I adopted an acceptable matching level and compared what the organisation’s analysts said with what I had originally found, in order to display whether the two forms of results matched or not. Table 6.9-1 and Table 6.9-2 both show requirements documentation practices, and function as examples of my result validation of requirements engineering practices. Further comparisons showing result validation can be found in Appendix H.

**Table 6.9-1 Requirements documentation Practices – Result validation**

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD1</td>
<td>Define a standard document structure</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RD2</td>
<td>Explain how to use the document</td>
<td>Basic</td>
<td>CU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RD3</td>
<td>Include a summary of the requirements</td>
<td>Basic</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RD4</td>
<td>Make a business case for the system</td>
<td>Basic</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RD5</td>
<td>Define specialised terms</td>
<td>Basic</td>
<td>DU</td>
<td></td>
</tr>
<tr>
<td>RD6</td>
<td>Make document layout readable</td>
<td>Basic</td>
<td>CU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RD7</td>
<td>Help readers find information</td>
<td>Basic</td>
<td>CU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RD8</td>
<td>Make the document easy to change</td>
<td>Basic</td>
<td>CU</td>
<td></td>
</tr>
</tbody>
</table>

As shown in Table 6.9-1, during my ethnographic research I made observations of a range of basic RE practices carried out as part of PSIRE. Some of these results were validated during the original focus group sessions with analysts. For example, RD1, ‘defining a standard document structure’ was found to have standardised use (SU) during my ethnographic analysis and was confirmed by analysts as having standardised use in their company. RD8, ‘making the document easy to change’, had the same result, appearing as CU in my ethnographic results and as CU from the perspective of the analysts.
As can be seen, there were some differences, however. During ethnographic research, I found that RD5, ‘defining specialist terms’, was practiced with discretionary use (DU). However, analysts marked it as receiving standardised use (SU). The remaining five practices all received ratings from the analysts that partly matched and partly diverged from my original findings. For example, I had found RD4, ‘making a business case for the system’, to be practiced with SU, whereas analysts suggested it was practiced with both SU and CU (with SU being the slightly more common response on the checklist). A similar result happened with RD6, ‘making the document layout readable’: I had observed this to be CU, but while the majority of analysts did mark this practice as CU, a similar number also marked it as SU.

A similar pattern emerged with the results for RD2, RD3, and RD7, only with these the diverging result turned the importance of two levels of practice the other way around. For example, my ethnographic observation of how RD2 (‘explain how to use the document’) was practiced, found that it was practiced with CU. During validation by analysts, some analysts did mark it as receiving CU, but a slightly higher number marked it as SU, thus returning a result of SU-CU. RD7 had the same result, and RD3 the same result - however, in reverse.

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RD9</td>
<td>Users’ needs/Misalignments specification document</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RD10</td>
<td>Estimating time needed for users’ needs document</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RD11</td>
<td>Estimating cost needed for users’ needs document</td>
<td>Basic</td>
<td>SU</td>
<td>SU-CU</td>
</tr>
<tr>
<td>RD12</td>
<td>Users’ needs validation document</td>
<td>Basic</td>
<td>SU</td>
<td>SU-CU</td>
</tr>
</tbody>
</table>

Table 6.9-2 shows the same form of comparison carried out in relation to new requirements documentation practices. In this case, the responses given by analysts when marking use of the requirements RD9 (‘creating a users’ needs/ misalignments specification document’) and RD10 (‘estimating the time needed for creating a users’ needs document’) validated the results gained from ethnographic analysis; for each, the
PSIRE result was SU, and the validation result was also SU. However, the validation result for RD11 (‘estimating the cost associated with creating a users’ needs document’) was different than the result found during the ethnographic observations. The PSIRE result was SU, but while the slight majority of analysts marked it as SU, a similar number marked it as CU, thus providing the result of SU-CU. The same difference was observed between the PSIRE and validation results obtained for RD12, the practice of ‘including the users’ needs validation document’.

The analysts’ responses to questions about requirements elicitation practices showed that in most instances, they agreed with my findings of how each requirements elicitation practice was used. For example, in their ratings of how 13 different requirements elicitation practices were used, their answers differed strongly from my ethnographic observations in only 2 instances. While I found that ‘collecting requirements from multiple viewpoints’ (RE9) received DU, the analysts viewed it as having SU. While I found that ‘defining operational processes’ (RE12) also had DU, the analysts marked it as a practice that had CU. Analysts also returned answers that diverged slightly from mine with regard to five other requirements elicitation practices: as happened with how analysts responded to questions about requirements documentation practices, in five cases the analysts’ marked the checklist in such a way to return a result only slightly in favour of one form of use. For example, while I had found ‘reusing requirements’ (RE13) to have SU in PSIRE, a majority of analysts marked it as having SU but almost as many marked it as having CU. The validation result returned was therefore SU-CU. Four other responses were split in a similar way, returning results that partly corresponded with my ethnographic findings.

Other results followed a similar pattern: out of 8 questions about Requirements Analysis and Negotiation Practices, 6 answers returned completely agreed or partly agreed with my findings. Only 2 gave a very different result. In the case of System Modelling Practices, in response to 6 questions, only 1 answer by analysts returned a completely different result from my ethnographic findings, and in the case of Requirements
Management Practices, only 1 of 9 responses made by the analysts did not agree in any way with my own findings.

The general result of the validation process carried out by means of the checklist was that the viewpoints the analysts held of the practices involved in PSIRE had an approximately 86% similarity with my own view of the process. Therefore, the findings made through my analysis of my ethnographic account were validated by the analysts at a rate of about 80-90%.

6.10. Summary

In this chapter, I have adapted the lists of RE practices and frameworks used by Sommerville & Sawyer (1997) and Cox (2009) in earlier studies, making use of these frameworks to assess packaged software implementation RE (PSIRE) practices. RE practices were assessed in terms of whether they were used at all in PSIRE, and, if used, to what degree they were used.

Splitting the whole process of implementation into specific elements and activities, according to the use of particular documents or particular groupings of processes for collecting and validating requirements, I then analysed the level of use of each practice in PSIRE by making use of the four levels of assessment developed by Sommerville & Sawyer (1997): standardised use, common use, discretionary use, and never used. The assessment sections of RE considered were: requirements documentation practices, requirements elicitation practices, requirements analysis and negotiation practices, describing requirements practices, system modelling practices, requirements validation practices, and requirements management practices. After an initial analysis of the results gained from this assessment, the results were validated by means of a checklist provided to many of the same analysts who had been observed and interviewed during the ethnographic fieldwork I completed in Jordan.

In general terms, it was found that PSIRE introduced new methods of documentation, was not as concerned as general RE practice with looking for domain constraints or
with collecting requirements and viewpoints from multiple sources, was more likely to
involve live software demonstrations and screenshots to validate user needs, and was
more likely to involve the compilation of a user manual. In PSIRE, prioritising
requirements is not a basic practice; instead, analysts collect requirements in a circular
process, with managers then directing analysts regarding which requirements to direct
most attention toward. PSIRE was also found to place emphasis on assessing
requirements risks and on considering the relationship between users’ needs and the
inter-relationships between software functions, as analysts engaging in PSIRE do not
wish to disrupt functions of their software when making modifications in response to
client requests.

The assessment of PSIRE led to the discovery of new RE practices that were being used
in four of the areas examined. New RE practices were found in relation to requirements
documentation, requirements elicitation, requirements analysis and negotiation, and
describing requirements. Explanations were also provided of how and why these new
practices were introduced and used. While the investigation of system modelling,
requirements validation, and requirements management did not reveal new RE practices
in PSIRE, the discussion provided in this chapter explains why certain practices receive
an emphasis in PSIRE.

The results of my assessment of practices used in PSIRE were then validated by means
of participants checking held with analysts from one of the organisations involved in my
ethnographic study. By means of a checklist completed by analysts, I was able to
compare my observations about PSIRE and my analysis with the viewpoint of these
packaged software analysts. The results of the validation process showed that the
analysts participating in the validation agreed with my analysis of how they practiced
PSIRE, at a rate of approximately 86%.

In this chapter, I provide the first detailed explanation in RE literature of why some new
requirements engineering practices are introduced in PSIRE, and also provide valuable
explanation of why certain other RE practices also used in PSIRE acquire an increased
emphasis in PSIRE.
Chapter 7 Discussion

7.1. Introduction

This study was motivated to fill a void in the literature regarding the understanding of packaged software implementation requirements engineering. Just as the general topic of packaged software suffers relative neglect in the IS literature, so the understanding of the requirements engineering process to implement packaged software demands greater attention. Research studies in related areas such as RE practices, critical success factors in packaged software implementation, and misalignments that appear during implementation provide little guidance to researchers interested in packaged software in terms of requirements engineering at small packaged software vendors (SPSVs). Given these shortcomings, I conducted an ethnographic study in two software development companies who create and implement packaged software.

This approach to explaining packaged software implementation from the perspective of the SPSVs provides a different understanding than is provided by many previous studies. These studies have typically focused on the users’ perspective of packaged software implementation; a perspective that revolves around their attempt to select packaged software that fits their process. By changing the perspective used from ‘outside’ the SPSVs to ‘inside’ the SPSVs, this research provides new insights. It also highlights the need for an extension of the current research agenda. If researchers begin to shift their focus from examining users’ organisations to examining SPSVs’ views of packaged software implementation, we will gain a more complete understanding of all of the sites and participants involved with packaged software implementation.

Previous research on RE practices at SPSVs has tended to investigate the provision of bespoke software, and has been dominated by software development studies (El Emam & Madhavji, 1995; Nikula et al., 2000; Aranda et al., 2007; Quispe et al., 2010; Merten et al. 2011). In addition, there have been some studies related to the development of packaged solutions, such as those reported by Daneva (2004), Barney et al. (2006),

In contrast, this study has addressed how SPSVs carry out packaged software implementation, specifically focusing on requirements engineering practices in that context. The Findings and Discussion highlight some of the dynamics and complexity that these SPSVs face, and their reactions to the associated challenges that arise. Putting the organisations and organisational practices at the centre of attention, this research advances our understanding of packaged software implementation from the point of view of the SPSVs as provider/producer, and its views about requirements engineering practices.

7.2. Research Questions Revisited

Packaged software implementation (PSI) is an IS topic that has been largely disregarded in academic literature. In particular, studies of PSI from a requirements engineering practices perspective and from the perspective of (the analysts at) a packaged software development company have not yet been carried out. Investigating packaged software implementation from a requirements engineering practices perspective is not a novelty; however this thesis provides the first known ethnographic study of packaged software implementation, investigating in depth the day-to-day practices of analysts.

The following research questions emerged as a result of identifying gaps in the literature and after having reviewed data collected in the field (see Chapters 1 and 2). These research questions highlight the challenging relationship between users’ needs and packaged software functionalities, and relate to the issue of how misalignments appearing during PS implementation may be dealt with, and how participants in PS implementation can achieve a better fit through RE practices.

In the context of packaged software implementation by small packaged software vendors in Jordan:

- What are the analysts’ practices?
In the following sections, I provide possible answers to these research questions as have emerged from the data and analysis presented in Chapters 5 and 6. My discussions of these research questions highlight some of my main findings in the context of PSIRE, particularly relating to the: (1) Packaged software pre-implementation; and (2) Packaged software during implementation.

7.3. Packaged Software Pre-implementation

The pre-implementation stage investigated in this study resembles such feasibility studies as those used in traditional RE, at a high, abstract level. This is because feasibility studies in traditional RE and the pre-implementation stage discussed here are similar in terms of their purpose, such as determining software objectives, time and budget. However, at the practical level, pre-implementation practice has its own specific form and nature.

The first perspective from which the pre-implementation stage may be considered is that software packages may serve as surrogates for existing systems:

"...They then used a real case scenario of trying to place an items order so they could show how the software would let the client ‘add item’ and make an item order. For example, they showed the client the interface for making items orders, and they showed the client what would happen. The client actually wanted to have a choice where particular items orders were sent to and therefore needed to have reports in the system. During the live scenario the analysts showed that the software had this capability. The whole time that the analysts demonstrated the software they kept on linking the product’s functions to the client’s business process by connecting some of the client’s concerns about business process (i.e. things that the client said had gone wrong before and various things that they wanted the software to do) to what the software could do. They also discussed the client’s inventory business process with the client. The end result was that they managed to show the client that the product functions could cover the client’s business. There were people present on the analysts’ team and. The people sent by the client were the manager of the inventory. During the whole time, the client seemed pretty happy or impressed by the software and at the end of the demonstration the analysts suggested that they thought the client would probably buy it [Feb 1, 2012 - Organisation 1 - Pre – Implementation/ Software demonstration]

A second perspective suggests that a software package may form the whole or part of the recommended solution. However, analysts should consider which package they put on offer very carefully. By offering the most suitable package, they are likely to boost a
client’s confidence in the recommended package and help to limit the number of changes to the package that the client may request or try to carry out after purchase:

……..Before we went to the software demonstration, the analysts told me that the purpose of their software demonstration was to clarify the expectations that the client had already mentioned they wanted from the software and better discover what the client really wanted. Therefore the meeting and demonstration would be used to understand the project scope. The analysts wanted to know this early on as it would help them to know what the client really wants. They thought that clarifying the whole project scope first would help them discuss specific issues with the client and then be more certain when doing the work. They felt that defining the project’s scope would depend on their finding out about the client’s problems, needs, and deliverables..... The comments and questions that the client directed toward the analysts were sometimes related to the product functionalities that the analysts were presenting, but more often were related to the problems that the client was actually facing at the moment – and this led to quite a lot of in-depth discussion of those problems [Feb 8, 2012 - Organisation 2 - Pre – Implementation/Software demonstration]

A third perspective about pre-implementation suggests that convincing the client to buy into the PS may possibly lead to reduced resistance to the PS implementation:

.....it was also a good way of clarifying what the client really needed and gaining more information that would help them deliver a suitable product, since they would see the client’s work environment; since using a real case scenario simulates a real situation, it is effective in convincing a client that a product’s functions are suitable – i.e. the analysts would be able to show the software actually dealing with requests that the client would typically give it in real life [March 7, 2012 - Organisation 2- Pre – Implementation/Software demonstration]

This PhD, therefore, explains and represents how two SPSVs conduct a feasibility study. It highlights in particular: (1) analysts’ roles during pre-implementation; (2) software demonstration utilising a live scenario; and (3) mechanisms of scoping and creating a packaged software offer.

7.3.1. Analysts’ Roles during Pre-Implementation

The main new finding of this study in terms of the role played by analysts is that during pre-implementation, it is the analysts, as opposed to the sales team, who usually carry out the task of conducting a software demonstration for the client. The software companies observed during the ethnographic study both preferred to have the analysts demonstrate the software. This appears to have been deemed most suitable due to a belief that it is the analysts who know best how the software works and how it has been built, and because analysts are more able than members of a sales team to explain to a client how the software solution offered can solve their problems. In fact, in one of the
companies observed, the sales team had previously carried out a software demonstration and had provided wrong information about the software to the client. The companies observed also considered that analysts should carry out the software demonstrations because analysts are more capable than sales team members at responding to requests for new requirements or to any changes to requirements made by the client during the software demonstration. Because of such factors, having analysts carry out software demonstrations had been established as a company strategy.

It should be kept in mind that Jantunen (2010) also found that there is a risk related to having sales team members trying to sell features or accepting customer requests to add new features to packaged software when the features have not actually been developed yet. Such actions basically force the software company to include those features (Jantunen, 2010).

One main new finding, therefore, regarding the role of the analyst in pre-implementation is that the analyst has greater involvement in demonstration of the solution, being expected to conduct such software demonstrations. The analyst involved in pre-implementation is also expected to have some understanding of business concerns and of how to engage in marketing. The analyst doing pre-implementation has more of a hybrid ‘analyst-sales-marketing’ role and must have the soft skills needed for a software demonstration, which requires presentation skills, communication skills, and sales skills. The analyst is no longer only concerned with software analysis but also with the business dimension of creating software (Jantunen, 2010; Jebreen et al., 2013a; Jebreen et al., 2013b).

7.3.2. Software Demonstration Utilising a Live Scenario

Packaged software development companies have a choice of how to respond to a software demonstration request. Analysts at a packaged software development company may be able to offer more than one solution to the client. In such a case, analysts then need to choose which solution is the preferred one to offer to the client (El Emam & Madhavji, 1995; Al-Mashari, 2003; Haines, 2009). In order to make such a decision,
analysts hold meetings that involve themselves and the sales and marketing teams. The limitations of the work domain of the analysts’ company are considered (Jantunen, 2010; Jebreen et al., 2013a). Other factors that are considered relevant to making a decision about the solution to offer include the size of the client’s organisation, the number of users at the organisation, the kinds of departments the organisation has, and the kinds of transactions the client organisation will need to carry out (Chau, 1995; Maiden & Neube, 1998; Muscatello et al., 2003; Kato et al., 2003; Damsgaard & Karlsbjerg, 2010).

The live scenario is used in cases where it is decided that this provides the best option for showing the capabilities of a PS (Beecham et al., 2003; Jebreen et al., 2013b). In one of the case studies observed, the live scenario was chosen because the solution that needed to be demonstrated involved both hardware and software components. The live scenario aims to simulate a situation that could occur in the client company’s real work environment. It was found, therefore, that contrary to simply describing or demonstrating a PS during a meeting, the live scenario may involve analysts actually creating a software demonstration environment that simulates the client company’s site or their operations (Muscatello et al., 2003).

In the case studies conducted, it appeared that using a live scenario helped the analysts to better understand and respond to the needs of the client company. By conducting the live scenario the analysts were better able to see the challenges actually faced by the company. Previous studies have found that this kind of software demonstration can have a strong influence on whether a client will purchase a solution (El Emam & Madhavji, 1995; Chau, 1995; Maiden & Neube, 1998; Muscatello et al., 2003; Kato et al., 2003; Al-Mashari, 2003; Haines, 2009).

It was also found that the planning of such a live scenario software demonstration relied on the ability of the team of analysts to use the report created by the sales and marketing team about the client’s organisation structure and what initial issues were involved with creating any software required by the client organisation (Jantunen, 2010). This shows how the sales and marketing report ties in with the work done by analysts when
planning software demonstrations, but it also suggests that the ability of analysts to plan an effective software demonstration or live scenario may to some extent depend on a) the quality, comprehensiveness, and clarity of the sales and marketing team’s report, and b) the level of skills, ability, or knowledge that the analysts have acquired that may be needed for understanding the sales and marketing team’s report (Jantunen, 2010). Once again, the use of a live scenario also requires analysts to possess or develop soft skills such as being able to deliver software demonstrations in a way that is both personable and persuasive in terms of the client’s context, not merely to display their knowledge about the software.

In pre-implementation the scenarios used are not ‘virtual’ or hypothetical but rather are ‘run-time’ cases that show exactly how the software works in the specific environment. In pre-implementation the purpose of such live scenario use is not to find out the client’s needs, but rather to help sell the product to the client and to reduce any client resistance to the product by ‘proving’ that the product can work in the appropriate environment. The use of the live scenario during software demonstration, therefore, appears to be a method that is particularly pertinent to pre-implementation.

7.3.3. Mechanisms of Scoping and Creating a Packaged Software Offer

The results of observations of and interviews within the two organisations revealed that analysts attempted to define the scope of the software during discussions with potential clients about their needs. Analysts believed it was important to carry out this scoping process early on since this would help them to construct a software offer, since such scoping would help everyone involved to maintain control of the time taken for implementation. Collecting such information not only provided analysts with details about what the new software needed to do, but also helped them to see what its limitations would be and what features or modifications would be unnecessary. This step therefore helped them significantly with implementing a PS that would suit the client – but that required the least degree of customisation.
It was also observed that the steps the software companies took related to software scoping were generally limited to finding out information about only the core requirements of the system or solution to be customised (Poba-Nzaou & Raymond, 2013). This was found to involve transactions issues and software output/input format issues (Dittrich et al., 2009); during the scoping process the analysts were not concerned with discovering detailed requirements (Poba-Nzaou & Raymond, 2013). Another aspect that was considered during the scoping process was the cost of implementing the software. Analysts needed to take into account what clients might be prepared to pay and what software was worthwhile for their own company to implement, before deciding on what software offer to make (Jebreen et al., 2013a). However, this has been noted as a challenge for SME companies; Poba-Nzaou & Raymond (2013) found that when SMEs entered the phase of planning the project “neither the budget nor the schedule of the next phases of the ERP adoption project were formally planned”.

The study results also indicated many of the aspects that software companies took into consideration when making a software offer and the aspects of software and pre-conditions to be met that is mentioned in the software offer. It was found that when creating a packaged software offer, the software company decided on the scope of the offer and exactly how to develop the software based on the client’s initial requirements, the modifications requested by the client, the extent of the modifications, and the technical requirements involved in meeting such requirements (Jebreen & Wellington, 2013a). Many of the core requirements considered during this process included transaction functions, software output forms, and technical dimensions of creating and running the software. These technical dimensions may take into account the client’s infrastructure on site (Soh et al., 2000).

It was also found that the software companies used different kinds of assessment criteria when considering how to make a software offer. The assessment criteria were used to estimate the effort and time needed to develop, customise, and modify the packaged software (Jebreen & Wellington, 2013a). These assessment criteria related to various offer elements. The assessment criteria mentioned by the General Manager of one
software organisation were New Features required, Customisation, Software Output/Input modification, and Technical needs. This process differs from processes in traditional RE as the software development company has some control over deciding the scope of the project, but must also take into consideration whether they are able to meet the client’s requirements, may possibly have to decide between more than one solution they could offer the client, and may have to consider that they could be competing with another software company when making a software offer.

Analysts engaging in pre-implementation must think about the client’s specific issues and decide whether any existing packages offered by their company can offer a solution. They will need to consider the time and cost involved with implementing a particular package or with making requested changes to that package, and they may decide to refuse a request for a particular solution if that solution falls outside the scope of the company or outside the scope of their current products. In this regard, pre-implementation considers how to deal with requests for modifications to existing functions from the perspective of managing the balance between software specificity and generality. Similarly, when an analyst engaging in pre-implementation receives requests for changes to software, they are concerned with this balance between specificity and generality, as modifications may disrupt standards in the software.

7.4. Packaged Software during Implementation

After packaged software offer is accepted by a client, analysts move on to arranging and conducting software implementation. In the implementation phase, analysts follow various practices, which include installation, software demonstration, identifying misalignments, and choosing how to respond to the discovery of misalignments by using various assessment criteria. Here, ‘installation’ refers to installing a copy of the packaged software prior to final implementation; ‘software demonstration’ refers to analysts demonstrating the software in the presence of users while also explaining the software’s functionalities; and ‘assessment criteria’ refers to factors such as the genuineness of a misalignment, the size of the client company, and the software scope,
which are all taken into account as analysts decide how to respond to misalignments that are identified.

7.4.1. Installation

The installation of a copy of the packaged software to identify technical misalignments between the packaged software’s technical requirements and the users’ IT infrastructure is one of the main implementation practices. Analysts may use the installation of a copy of the software as a way to discover the technical requirements for the software’s implementation, or in order to gain a further in-depth understanding of the users’ needs. In this way, software integration issues or problems with a company’s infrastructure can be discovered prior to a real implementation of the software. It appears important that packaged software analysts run such checks prior to implementation because when implementing packaged software, there is a great need for certainty regarding whether what the packaged software requires is matched by what the users’ IT infrastructure delivers. There are many kinds of issues and misalignments that could cause problems during implementation, such as insufficient server capability, insufficient speed, storage space, or RAM in computers used by the client, or server incompatibility. Clients’ computers could also be missing necessary components or files. In the example below, taken from my day by day descriptive analysis, an analyst from Organisation 1 installs PS in order to identify technical misalignments:

...... So the software was being installed [installation] to help the analysts assess the technical needs associated with the software, and in order for the analysts to discover any issues that could arise with the client’s/ users’ infrastructure [identifying misalignments]. If issues came up with the technical needs of the software (i.e. if the client did not currently meet those needs, or the client’s technical provisions didn’t match with the software), analysts would then assess the likely cost of making the software needs and the client’s technical specifications match up [Feb 12, 2012 - Organisation 1 – Installation]

Analysts need to identify the misalignments between software technical requirements and users’ infrastructure capability prior to implementation, and the primary means of doing so is through the installation of a copy of the software. It will not always be sufficient for analysts merely to question users at the client company about their infrastructure: in many cases, even the IT staff of the client company will not know
enough about the infrastructure to be able to provide the needed information (Buonanno et al., 2005; Laukannen et al., 2007).

### 7.4.2. Software Demonstration

By using the installed copy of the software prior to official implementation, analysts can not only ‘test’ the software and how it runs in the client’s environment, but they can also educate users about the software’s functionalities and help their clients to create a vision about how they would use the software’s functions in their company. Through their interactions with a package, users can more easily identify the functions they need and desire, and define the functions that are not available in the package (Sia & Soh, 2007). Users who are shown a copy of software in action will gain a better understanding of what the software is able to do. Having seen the software actively working may also help to increase the degree to which users partake in discussions about the software with analysts (Beecham et al., 2003; Poba-Nzaou & Raymond, 2013). Here an analyst from Organisation 1 explains the purpose of installing a copy of the software prior to final implementation:

*Today I went along with the analysts while they travelled to the client’s site to actually install a copy of the software that had been created. By this point, the analysts had made a software offer to the client, and the client had accepted it. So, I watched the analysts trying to install the software. “We start explaining the software functions. So we install a copy of the software, not to be used in a real process, but to help us to explain our software functions to users…. I think that helps the users know what software can do…. As you know, users sometimes have no understanding of what software can do, so we use a copy of our software to teach them and to help users to engage in a good discussion about the software functions and their business process [User4]” [Feb 12, 2012 – Organisation 1 – Installation]*

Analysts explored the performance of the software by looking into issues that had been mentioned on reports dating from the pre-implementation stage. During such a demonstration, then, analysts may check for issues related to ‘transaction issues’ or ‘output/input format issues’ and look for ways to fix these issues without having to resort to customisation. If it is discovered that the software lacks a functionality or mechanism that is necessary to the client’s company, then customisation of the software will have to take place (Marbert et al., 2003; Snider et al., 2009; Poba-Nzaou & Raymond, 2013). For example, in one of my case studies, a transaction misalignment was found, which required customisation of the software. The client in question needed
the software to feature a mechanism by which 80 JD could be deducted from the first month of an employee’s salary and later returned to the employee after 3 months. In this case, the analysts minimised the customisation effort by explaining the benefits of the software when kept in its present form, but then agreeing to customise the software in terms of a transaction formula.

A software demonstration for packaged software is as a means of convincing users that there are alternative solutions to using customisations in response to misalignments (Khoo & Robey, 2011). The general recommendation from the analysts observed was that demonstrations of a trial version of the packaged software should be used as part of the implementation process to educate users about the software’s functionalities, to discover and discuss user needs and misalignments, and to increase users’ participation in discussions. Such recommendations support the findings of some previous research in this area/on the subject of (Al-Mashari & Al-Mudimigh, 2003; Khoo & Robey, 2011).

7.4.3. Identify Misalignments

The study found that misalignments can consist of the incompatibilities between packaged software and organizational in term of technical needs, transaction, and output/input. In the excerpts from my day by day analysis below, an analyst identify misalignments:

The main things that happened during the meeting today were that the analysts installed the software at client-server computers, and this related in their finding a range of problems related to how the software ran on the client’s current infrastructure. These problems could be considered potential misalignments. Some of the issues that were discovered were that there were problems with the server compatibility: these problems related to speed, space, and RAM size. There were also problems on the client-server side. The client-server computer was missing some components that would be needed to run Dell files. The Team Leader explained to me about the problems with the client-server computer and the desktops at the client’s organisation: “Everybody had to go and visit each of the desktops to install the apps ... the users' computers are not compatible with our software requirements so we have to fix them” [User5] [March 11, 2012 - Organisation 2 – Installation]

The main actions taken by the analysts during the software demonstration/meeting included the following: in relation to customization requests, showing/confirming that there were no output and input change needs, discussing the client’s business process in relation to how they provided staff uniforms and reimbursed staff for the uniforms’ purchase or return, and a discussion of the possibility of changing the transaction formula related to their provision of uniforms [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]
In the case of this HRMS software, several technical issues were discovered by installing the copy of the software. For example, issues were found that related to server compatibility, such as speed, storage space, and RAM size. Other issues were found on the users’ desktop side, such as their computer missing some components that were related to running files.

After the software was installed successfully, analysts used the version of the software to carry on identifying misalignments by following issues mentioned on the report from the pre-implementation stage. For example, in the case of this HRMS software, the users’ issues were categorised under ‘transaction issues’ such as ‘add employees’, ‘bonuses mechanism’, ‘payments made for uniforms’ and ‘output format issues’ such as the software reports format. In this case relating to HRMS, a transaction misalignment was found, which required customisation of the software. It is important to note, following Haines (2009), that the “customization” notion is not employed in a uniform manner within the literature. In fact, this author observes three distinct types of software customisation, namely configuration, extension (i.e., through user-exits), and modification of the source code. Configuration is done through software switch-setting by changing entries in configuration tables, files, or editable rules.

Wei et al. (2005) described misalignments as arising “from company-specific, sector-specific, or country-specific requirements that an ERP package does not support and can be clustered into data, process, and output”. Soh et al. (2000) defined misalignment as “the incompatibilities between organizational requirements and ERP software in terms of data, process, and output”, or in terms of “opposing structural forces between an ERP system and the implementing organization”.

Meanwhile, Sia & Soh (2007) also identify four misalignment types. These include: Imposed-Deep, Imposed-Surface, Voluntary-Deep, and Voluntary-Surface. Imposed-Deep refers to there being a missing or inappropriate thing, property, state, or transformation in the system, arising from different country or industry assumptions. Imposed-Surface relates to such things as missing or inappropriate access, input, presentation, or output in the system, and can arise from different country or industry
assumptions. Voluntary-Deep relates to there being a missing or inappropriate thing, property, state, or transformation arising from organisation-specific assumptions. Lastly, Voluntary-Surface relates to there being missing or inappropriate access, input, presentation, or output arising from organisation-specific assumptions.

7.4.4. Assessment Criteria

The study found that analysts respond to the discovery of a misalignment in one of two ways. They will either suggest that the user’s company adopt the packaged software as it is and make the most of its current functionality, or they will agree that the packaged software needs modification in terms of customising a function or adding a new feature. If the client company is told to adopt the software as it is, doing so might require the company to change their business processes. It was found that analysts take a number of factors into account before deciding what action to take in response to finding a misalignment.

The first thing that analysts determine is whether any misalignment discovered is an ‘actual’ misalignment, or only a perceived one (Van Beijsterveld, 2006). A misalignment is genuine and only truly requires modification if the software does not support such a transaction or transaction formula as required by users (Sia & Soh, 2007). It was found that misalignments sometimes seemed to exist in cases where the software’s functions did support a particular desired transaction, but not in the order or with the kind of interface that was expected (see also Sia & Soh, 2007). In such a case, the analysts in the case studies did not consider the misalignment to be ‘actual’ or genuine, only to be a ‘perceived’ misalignment. In the excerpt from my day by day analysis below, an analyst explains how his team views the difference between perceived misalignments and actual misalignments:

“Yesterday we met with users for HR software, and they kept stressing that the software did not have this function or this function, and so on. Actually, our software does provide those functions, but not in the order they want, so in such a case we explain to users how such functions work .... However, if the request from the user is really something that does not exist in the software, such as a transaction formula, and if it requires us to make new features, then we have to make them” [User5] [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]
The second thing that analysts determine is whether the request to fix the misalignment is within the software scope or outside the software scope (they determine this by referring back to the original software offer). They also consider the size of the users’ organisation and their probable ability to pay for the required customisation (Haines, 2009). The following excerpt from my day by day analysis shows analysts making such methodical assessments:

"The second main consideration I saw the analysts making was whether each customisation request was within the software scope, or outside of the software scope. They explained that here, the 'software scope' means whatever functionalities or features the analysts had agreed to provide in the software, as detailed in the original software offer that had been accepted. If the client was now asking for functions or features that had never been mentioned in that software offer, then they were going beyond the scope of the software offer [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]."

It was found that in addition to these three main factors that act as assessment criteria for deciding how to respond to requests about misalignments, one other factor internal to the software development companies affected their decisions about customisation. Both software development companies observed during the ethnographic study had official policies of aiming to minimise the customisation of software as much as possible. Previous research has shown that during initial implementation, most organisations will customise software (Newman & Zhao, 2008; Zach et al., 2012). There are repercussions to engaging in customisation, however – as Khoo et al. (2011) observed, customisation is usually associated with increased costs and longer implementation time “Customisation of packaged software is often not a trivial activity, as it can involve several hours – or even months – and can involve a substantial cost. It is therefore essential that companies provide value through their packaged software by placing an emphasis on recognizing their client’s requirements of the software being implemented” (Khoo et al., 2011). Because of the difficulties and extra effort associated with modification of software, analysts taking part in the ethnographic study sometimes expressed their reluctance to engage in customisations unless they were totally necessary:

"The Team Leader told me that "We have to reduce making changes [customization/new features] in our software. Cause it’s not easy to do. It’s not easy to throw away software that has been developed over several years [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]."
One final finding relating to misalignments between software and clients’ needs was that the discovery of a misalignment was not always seen by the analysts and software companies as a bad thing. The software companies could in fact derive some benefits from such discoveries as they could provide them with ideas for improving their current packaged software and for adding functionalities to future releases. One analyst from Organisation 1 expresses such a viewpoint in the excerpt below:

Some users ask us to change our software functions or to add new features. Anyway, in this case some of these requests could be useful for our software so that we can improve the software functionality, so we do it even if it’s outside our scope. But still, assessment of customisation risk is important, so maybe we can’t add the function to the package that the current user wants because its development needs a lot of time, would cost a lot to do, and is outside the scope. But if we consider these features as important to add to our software, maybe these features will be in our next release [User4] [April 4, 2012 - Organisation 1/ Benefits of misalignments].

7.5. A Parallel Star Model for PSIRE

This PhD delivers an understanding of PSIRE that represents how SPSVs might identify and respond to misalignments between users’ needs and PS functionalities. It does so through proposing a Parallel Star Model for PSIRE which is based on empirical observations made during my ethnographic research. These findings regarding the Parallel Star Model for PSIRE were drawn primarily from the day by day descriptive analysis forms and results presented in Chapter 5, 6 and this chapter. Furthermore, I found that the structure of Hartson & Hix (1989) model in their study of human-computer interface development is appropriate to my analysis and so utilised this in forming up the Parallel Star Model for PSIRE. Beyond that, however, the context, being PSIRE, and content, in terms of the actions undertaken, are clearly distinct.

The model by Hartson & Hix features a star-shaped diagram showing the life cycle of human-computer interface development, with the “evaluation” of five different processes located at the centre of the cycle. The main similarity between Hartson & Hix’s model and my own lies in the use of a star-shaped configuration to show the possible interconnections between different processes involved in the development and provision of packaged software (or in Hartson & Hix’s study, the development of interfaces). Both models feature a group of processes that are connected to each other.
by means of a central step which relates to making assessments about the next action to take. In Hartson & Hix’s (1989) model, this central step is “usability evaluation”; in my model, the central step is “assessment”.

The Parallel Star Model is designed to depict the parallel nature of the processes conducted during PSIRE: feasibility study, assessment, implementation, software demonstration, and identifying misalignments. I have noted that analysts conducting PSIRE are commonly able to carry out multiple processes at the same time. Therefore, I hypothesise that PSIRE is actually conducted in terms of a parallel process model rather than a linear process model. Here, ‘parallel’ means that analysts can conduct a number of processes at the same time. Furthermore, I have noted that analysts before conducting another processes/engaging in another group of multiple actions, the analyst moves back to a central position of assessing the needs of the packaged software to be implemented. Further, proposing a Parallel Star Model is appropriate in that these processes can happen at the same time and in no particular order. An instance in the data reported below illustrates how the Parallel Star Model fits here, in that an analyst from Organisation 1 takes one action, installing the PS, in order to carry out multiple tasks: to identify technical misalignments, to assess misalignments, and to conduct a feasibility study.

…… So the software was being installed [installation] to help the analysts assess the technical needs associated with the software [assessment], and in order for the analysts to discover any issues that could arise with the client’s/ users’ infrastructure [identifying misalignments]. If issues came up with the technical needs of the software (i.e. if the client did not currently meet those needs, or the client’s technical provisions didn’t match with the software), analysts would then assess the likely cost of making the software needs and the client’s technical specifications match up [assessment & feasibility study] [Feb 12, 2012 - Organisation 1 – Installation]

As shown in my example from Organisation One, the Parallel Star model suitably demonstrates that several (groups of) processes can be carried out in parallel by analysts during the practice of PSIRE. In the Parallel Star Model, not only can processes be carried out in parallel, but analysts can readily move back and forth between different processes once they wish to move to a new activity or complete the parallel processes in which they were engaged. We can see from the excerpt above that there is a parallel process to installing the PS and identifying technical misalignments, and that the
assessment of technical misalignments involves following a ‘star’ process. The PSIRE process can be said to follow a ‘star’ model because after each individual process or group of processes is followed, an analyst usually takes a ‘central step’ of stopping to assess the various dimensions of other misalignments. My findings in this regard support previous findings by Poba-Nzaou & Raymond (2013) who argue that their study confirms that “flexibility is what SMEs seek most in an ERP system, not the “best practices” embedded within these systems when they are pre-packaged”. An SME “can proceed in a rather intuitive and unstructured manner” (Poba-Nzaou & Raymond, 2013; Jebreen et al., 2013b).

The Parallel Star Model for PSIRE (shown in Figure 7.5-1) uses a star-shaped configuration to show the possible interconnections between the different processes involved in the implementing and provision of packaged software. The model features processes that are connected to each other by means of a central step which relates to making assessments about the next action to take or activity to engage in. In abstract terms, this central step involves the analysts pausing to check information and to carefully consider the next step. In more practical and specific terms, the central step comprises various forms of “assessment” involved in PSIRE in order to support analysts making decisions related to misalignments that have been found between the packaged software and the client’s requirements or the client’s business environment.
In work related to that conducted here, Poba-Nzaou & Raymond (2013) note that “at Bio-Epsilon [an SME], the consideration of the risk of implementation from the adoption stage was based on a reactive, informal, intuitive, and incremental approach”. Their approach to risk management was thus guided by some specific principles and policies, but the owner-manager admitted that the process was informal and that he had been guided by events. Poba-Nzaou & Raymond (2013) remark that this approach is in contrast with the ‘ideal’ ERP adoption approach prescribed for SMEs in prior literature (Verville et al., 2005). They further cite numerous previous studies that indicate between a quarter and a half of all SME companies adopting an ERP system may not conduct any formal evaluation (Marbert et al., 2000; Olhager & Selldin, 2003). Other studies have shown that SMEs frequently customise the ERP software they adopt (Marbert et al., 2003; Snider et al., 2009). All of these considerations lead to a different kind of RE life cycle approach in the Parallel Star Model. This model shows that during
PSIRE, processes can be carried out in a parallel star approach that allows for relative flexibility; they do not always have to be followed in a particular order.

In the Parallel Star Model, the misalignments found may relate to output/input functions and to the user interface, but more commonly relate to transactions (at least in the field study sites considered here). While engaging in “assessment”, analysts need to consider both the software dimensions and business dimensions of responding to misalignments. In terms of the software dimensions, there could be risks to ongoing support of the software if modifications are made. In terms of the business dimensions, the analysts will consider whether dealing with the misalignment is within their work domain, and whether there is any benefit to their organisation from dealing with the misalignment. The Parallel Star Model, however, shows not only that the processes involved in PSIRE are interconnected in flexible ways, arranged around the central step of “assessment”, but that multiple PSIRE processes can be enacted simultaneously. An analyst from Organisation 2 worked on identifying misalignments by software demonstration, which also helped with the assessment of misalignments:

Today I accompanied the analysts on a trip to the client’s company site. The analysts engaged in a software demonstration of the HR software they had developed for the client. The client had already accepted the software offer made by Organization 2 [feasibility study], but now a more in-depth understanding of the users’ needs was required. I observed that there seemed to be various reasons behind the meeting/demonstration: some were to do with the software itself, some were to do with the client’s requirements, and some were to do with the client’s company environment. As the analysts showed the client the software and discussed the client’s needs from the software, it was apparent that the analysts were trying to validate the client’s needs (i.e. confirm those needs/requirements they had already collected), to get a better understanding of the client’s business process, and to identify any mismatches between the client’s needs and the software [software demonstration]. These actions helped the analysts know more about the client’s requirements [identifying misalignments]. While showing the client the software, the analysts also engaged in explaining different elements of the software. They explained its various functionalities and clarified various textual and graphical materials. The analysts tried to demonstrate the software in a way that showed how it could support the client’s business. They also trained some users at the client’s organization on using some of the software functions [software demonstration]...... By showing the client all of these software functions and drawing diagrams of the client’s user environment the analysts were able to get more information about the necessary software scope, the client’s business process, and any mismatches remaining between the software and the client’s business practice [identifying misalignments]......The main actions taken by the analysts during the software demonstration/meeting included the following: in relation to customization requests, showing/confirming that there were no output and input change needs, discussing the client’s business process in relation to how they provided staff uniforms and reimbursed staff for the uniforms’ purchase or return, and a discussion of the possibility of changing the transaction formula related to their provision of uniforms, and using a printed screenshot of the software to validate the client’s needs; explaining the report list provided by the software [assessment]; training users on other functions of the
HR software. The analysts ended up signing off on the ‘change request’ that the clients had made regarding the formula related to uniforms. To me, it looked like there were two main benefits to having such a ‘change request’ form and needing to have it signed: it would be useful to have an official documented request to refer back to later [assessment], for information or for confirmation that an agreement was reached, and this request form helped to manage the whole implementation process. The analysts did turn down one customization change request, though. The Accounting Manager of the client organization then asked the analysts to add some attributes to the employee’s salary reports [assessment]. The analysts answered this by saying that the attributes that were being requested already existed within the software. At the end of the meeting, the analysts signed off the users’ meeting summary. had a list of topics to discuss during the meeting, or a list of needs they wanted met, and when the analysts signed off, it meant they were saying they’d spoken about all those topics or agreed with all those requests [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs].

Because multiple processes can be carried out at the same time or swapped between quite easily, one particular benefit of the model (and the approach represented in it) is that it reduces the ordering constraints acting upon process activities. For example, analysts do not necessarily have to have found all of the misalignments that are present before working on the training of users. In fact, analysts can train users in how to utilise the software at the same time as they identify misalignments. They can also validate that they have changed the software to deal with a misalignment at the same time as training the users, or can identify technical misalignments in parallel with software installation. Analysts can also move back and forth between finding misalignments and developing a solution to the misalignments, and looking for more misalignments. An analyst from Organisation 1 demonstrates their use of the software to identify misalignments, and in their assessment of misalignments, in the following:

...... the purpose of the meeting (as explained to me by the analysts) was to demonstrate the functions of the software to the client, to educate the client about the functionalities, to validate the needs they already believed the client had, and then to collect more information about what the client needed [Software demonstration]. The software demonstration also offered a chance to discover if there were any issues with the client’s current business process that could cause a software-client mismatch [identifying misalignments]. The lead analyst began to demonstrate the software’s functions to the client, always trying to show how they related to the client’s business process. There was also some general discussion about the client’s business process [Software demonstration]. It was soon discovered that there was a problem relating to the software lacking some function attributes that were needed [identifying misalignments]. These attributes were particularly important. The client explained that they needed software that could allow the student to fill out information related to their family’s medical history. While the software currently demonstrated provided the possibility of filling out basic information about the students (like contact details, date of birth, and so on) and about the students’ general medical issues, it did not provide any field that let students fill out information about their family’s medical history [identifying misalignments]. This was a problem as the clinic needed to know if there was a history of diabetes in the students’ family, or a history of cancer, and so on. The analyst and the user therefore agreed that a modification should be made to the attributes of the function relating to inputting students’ information [assessment]. Another field will be added to the function so that family medical history can
be recorded. As part of the process of collecting more details about the user’s needs and business process, the analyst also collected the user’s document forms that detailed what attributes they needed different functions to have. The analyst and client then discussed the information that the client had provided on the document forms. The analyst looked at the needs that the client had listed on their document forms, and explained how the current functions in the software provided the attributes that were needed [Software demonstration]. If necessary attributes were missing, they wrote this down [identifying misalignments & assessment]. The client decided to make a modification request regarding the attribute needed to collect family medical history, so modification request documents were filled out [March 12, 2012 – Organisation 1 - During Implementation – Software demonstration & identify users’ needs]

Examples of such multiple processes being carried out simultaneously are depicted in Figure 7.5-2 and Figure 7.5-3. It is essential to support continual assessment and iteration during PSIRE, including small loops of iteration; the Parallel Star Model supports such an approach. For example, as a software demonstration is carried out, at the same time, analysts can identify misalignments. It is possible to carry out training of the users and identify misalignments at the same time. It is also possible to carry out training of the users at the same time as validating misalignments: after the analyst has developed software in a way to fix a misalignment that was identified, they can show their new development to the user, thus validating that the misalignment was fixed while simultaneously training the user. An analyst from Organisation 1 trained users at the same time as validating misalignments:

Today I attended another meeting between an analyst from Organisation 1 and the client representative from the university library. The meeting followed on from the prior meeting on March 13 at which the analyst had agreed to make some modifications to the library software. The first thing the analyst did was to show the client the list of what modifications had been agreed to at the last meeting [Software demonstration]. Then they started explaining what modifications they had made to the software functions. Their next task was to demonstrate the software to actually show that these modifications had been made successfully and that they reflected the client’s requests, and to show the software actually working [Software demonstration - validating]. The analyst then began to install the software copy at the client’s site. While installing the software copy they actually upgraded it as they went, by adding in the modifications requested [installation]. They then imported the Excel data spread-sheet of student information into the software database. Once done, this meant that the software was ready to be used in a live scenario demonstration [Software demonstration]. The analyst then carried out a software demonstration on their own to validate that the modifications had been made and to show how the software functions worked [Software demonstration – validating - training]. Then, as part of a live scenario demonstration, they got the client to use the software as though they were issuing books, and trained them on how to use the software functions [Software demonstration – training]. The client was happy with everything that had been done and with the training they had received, so at the end of the meeting the client signed the modifications acceptance form and the trained functions list. These two documents are drawn up by the software company in order to keep proper documentation of the implementation process and to have proof that the software was officially accepted [March 21, 2012 - Organisation 1 - During Implementation – Software demonstration & validation of users’ needs]
In other examples, analysts from Organisations 1 & 2 installed the PS in order to identify technical misalignments, and to assess those misalignments:

The Team Leader also mentioned that this kind of installation was useful because it was more effective than just trying to ask an organisation’s IT people about their organisation’s infrastructure: “We cannot ask users about their infrastructure because most of the users are not IT people and even IT people don’t know some of the infrastructure requirements for software to be run ... We try to discover any issues with the users’ infrastructure, but we do that by installing a copy of our software ... that’s the only way to get to know the issues with the users’ infrastructure” [Team Leader] [installation]. The main things that happened during the meeting today were that the analysts installed the software at client-server computers [installation], and this related in their finding a range of problems related to how the software ran on the client’s current infrastructure. These problems could be considered potential misalignments. Some of the issues that were discovered were that there were problems with the server compatibility: these problems related to speed, space, and RAM size [identifying misalignments]. There were also problems on the client-server side. The client-server computer was missing some components that would be needed to run Dell files [identifying misalignments]. The Team Leader explained to me about the problems with the client-server computer and the desktops at the client’s organisation: “Everybody had to go and visit each of the desktops to install the apps ... the users’ computers are not compatible with our software requirements so we have to fix them” [assessment]. [Team Leader] [March 11, 2012 - Organisation 2 – Installation]

...... So the software was being installed [installation] to help the analysts assess the technical needs associated with the software [assessment], and in order for the analysts to discover any issues that could arise with the client’s/ users’ infrastructure [identifying misalignments]. If issues came up with the technical needs of the software (i.e. if the client did not currently meet those needs, or the client’s technical provisions didn’t match with the software), analysts would then assess the likely cost of making the software needs and the client’s technical specifications match up [assessment & feasibility study] [Feb 12, 2012 - Organisation 1 – Installation]
Conventional life cycle models lean toward independent performance of each process and impose limitations on the sequence of the processes. However, the Parallel Star Model for PSIRE supports the conduct of interdependent, interwoven processes. The Parallel Star Model is flexible, as there are very few constraints involved: the only major limitation on analysts is that they will usually need to go through the central assessment process before moving on to beginning a new process.

As shown in Figure 7.5-1, the form of assessment focusing on the software dimension of implementing packaged software in response to misalignments involves addressing the risk of adding new features, the risk of customisation, the output customisation risk, and the technical needs of dealing with the misalignment. Analysts will consider whether they can or should carry out all of the modifications desired by the user, and what technical risks or risks to the software would be involved in carrying out such modifications. They will assess, for example, whether the changes made would have significant impact on the software functions, and especially whether they would disrupt essential functions. They will also assess whether the software may be disrupted even if a non-essential (‘redundant’) function is modified or removed; as illustrated in the following:

*Today I had a discussion with the Team Leader of the analysts from Organization 2 about the software demonstration they had done for their client the day before (the demonstration of HR software). The Team Leader said a few things that helped me understand how the analysts make decisions about how to respond to customisation requests from a client. The analysts have to decide whether it is worthwhile, cost-effective, or even possible to fix the misalignment between the client’s needs and what the software provides, or not [assessment]. From the Team Leader’s comments I also realised that analysts make a distinction between whether a misalignment is an ‘actual’ (real) misalignment, or whether the clients...*
only perceive it as such – i.e. sometimes a misalignment only apparently exists – from the client’s point of view – because the client thinks that the software cannot do a particular function [assessment], whereas the analysts might be aware that the software actually can provide that function. The Team Leader told me that “We have to reduce making changes/customization/new features] in our software. Cause it’s not easy to do. It’s not easy to throw away software that has been developed over several years [assessment].... The decision of whether they should make the customization/new feature or not seems to be guided by two considerations: first, the analysts decide whether the particular misalignment that was discovered is actually a real misalignment or not. I witnessed the analysts making a distinction between ‘actual’ misalignments and misalignments that were only ‘perceived’ by the client [assessment]. The second main consideration I saw the analysts making was whether each customisation request was within the software scope, or outside of the software scope. They explained that here, the ‘software scope’ means whatever functionalities or features the analysts had agreed to provide in the software, as detailed in the original software offer that had been accepted [assessment]...From my general interaction with this Organisation (and also with Organisation One) I can see that these two medium-sized software companies don’t really want to carry out many customisations. Both organisations have a policy of minimising customisation as much as possible. This explains why the analysts from Organisation 2 were quick to show their client that their software actually did provide one of the transactions that they wanted. I’ve concluded that these medium-sized software companies want to minimise customisation as much as possible, and that when they consider whether to go ahead with a customisation, they are less likely to do it if a) the customisation request is outside of the software scope, and b) the misalignment that the client identified is only a ‘perceived’ misalignment. [Feb 27, 2012 - Organisation 2/ Respond to the discovery of a misalignment]

Meanwhile, Figure 7.5-1 also displays the form of assessment dealing with the business dimension of making changes to the software. This form of assessment involves addressing whether misalignments are actual or perceived, making assessments related to the preference to minimise customisation, considering the client organisation’s size, considering the software scope and the software price, and addressing the possible benefits to be gained from working with misalignments. The first consideration they make is whether a misalignment that has been discovered is an ‘actual’ misalignment, or only a ‘perceived’ one. An ‘actual’ misalignment would mean that the software does not support a desired transaction or its transaction formula. A misalignment is ‘perceived’ rather than ‘actual’ when software functions do support a particular desired transaction, but in a way different from that expected by the users. Even when the misalignment that has been found is ‘actual’, analysts will still stop to determine whether the misalignment is within or beyond the software scope. Here, ‘scope’ is determined by looking back at the original software offer that the analyst company made to the clients during the pre-implementation. The size of the client’s organisation and the price they are willing to pay for software or for customisations is also an issue that is considered during ‘assessment’. When considering whether to go ahead with
customisations, analysts consider the size of the user’s organisation, because larger organisations can generally better afford customisations.

It has been noted that the Parallel Star Model has few constraints as to the sequence in which processes can be followed. That said, the feasibility study and the installation process are the initial processes needed to set up the software environment. This is an initial constraint on the model; these two actions must be taken before analysts can use conduct other activities. Note here how the feasibility study is conducted before the next action, in Organisations 1 and 2:

I accompanied analysts from Organisation 1 to a software demonstration at the site of a client who needs new software for their medical clinic. The client provides medical services for a school needs to be able to record student details and medical history. Two analysts attended the meeting with the client. The client had already accepted a software offer from Organisation 1 [feasibility study] [March 12, 2012 – Organisation 1 - During Implementation – Software demonstration & identify users’ needs]

Today I accompanied the analysts on a trip to the client’s company site. The analysts engaged in a software demonstration of the HR software they had developed for the client. The client had already accepted the software offer made by Organisation 2 [feasibility study] [Feb 26, 2012 - Organisation 2 – Software demonstration, identify users’ needs, validation of users’ needs]

The installation process is a further initial process:

..... Installing the software in this way also gives the analysts a chance to educate the client and their users about the software product’s functionalities [installation]. When I discussed this with a few different analysts, the analysts told me that installing the copy was a way to educate users about the software’s functionalities, to help users create a vision of the software and how it could function for them, and to increase the users’ participation in discussions [March 11, 2012 - Organisation 2 – Installation]

7.6. Conclusion

The research reported in this study is one of few empirical studies focused on requirement engineering practices for packaged software implementation. It offers an in-depth, qualitative view of requirements engineering to implement packaged software. Packaged software is a unique type of IS software; packaged software engineering no longer involves building systems from scratch, but rather integrating existing frameworks and modules and responding to client requirements and modifications. Traditional software engineering has a group of influential approaches that are often considered good practices. However, these assumptions do not apply for PS implementation; PS implementation requires its own set of good practices.
Given the growing importance of packaged software and the apparent inevitability of packaged software implementation, it is increasingly necessary to understand the requirements engineering practices for packaged software implementation. My contribution to this effort is a comprehensive set and description of PSIRE practices, with a particular emphasis on PSIRE as it relates to SPSVs. This research draws its inspiration from earlier literature on requirements engineering and ethnographic settings. However, it extends earlier findings by drawing on data obtained during a new extensive ethnographic study.

Throughout this study I have attempted to demonstrate roles performed by analysts in PSIRE, and also how the nature of an SPSV affects the processes involved in PSIRE. In order to better understand such influence of the nature and organisation of SPSVs on PSIRE, I conducted an ethnographic study of two software development companies who create and implement packaged software. The ethnographic study was approached with several Research Questions in mind: three questions relating to analysts’ practices in SPSVs.

This study provides a new understanding of packaged software implementation by carefully discussing the PSIRE practices and explaining why these practices occur; by shifting the study perspective used from one focusing on the concerns of the client companies during PS implementation to focusing instead on approaches taken by and activities inside the SPSVs who are the providers of the PS; by explaining the importance of various stages of PS implementation and analysts activities during implementation such as software demonstrations, use of live scenarios, mechanisms of scoping and elements considered when creating a packaged software offer; by offering information and analysis that should help SPSVs to conduct a feasibility study for PS implementation; and by offering and explaining a Parallel Star Model for PSIRE that has few constraints and that is the model to demonstrate how packaged software RE processes can be carried out in parallel. The Parallel Star Model is based on observations made during my ethnographic research into the RE practices at two SPSVs and is designed to support the processes involved in PSIRE.
However, it is now the case that in most organisations, new software is created by
integrating functionality from existing software and components or by implementing
packaged software. In such cases, it makes little sense to specify requirements in terms
of what the software should do – the functionality is already defined in the software
(Sommerville et al., 2012). Rather, I argue that requirements engineering practices for
PS implementation should be approached from a misalignments perspective, which
focuses on what functions the software provides, who needs a particular function in
order to do their job, and what misalignments exist between software functions and
users’ needs. “There is a need for additional elicitation techniques not really covered by
bespoke RE practices [for packaged software]” (Gorschek et al., 2011).
Chapter 8 Conclusion

8.1. Summary of the Study

This thesis provides empirically grounded novel insights relating to the understanding of the requirements engineering activities conducted for Packaged Software Implementation (PSI) as carried out in small packaged software vendors in Jordan. The research was motivated in part by the assertion by Merten et al. (2011) that SPSVs should be considered to be fundamentally different from large companies, and that most current requirements engineering practices are unsuitable for SPSVs (Jantunen, 2010; Quispe et al., 2010). It also responds to the fact that the literature on PS implementation has seldom featured discussions about SMEs (Zach et al., 2012). Poba-Nzaou & Raymond (2013) discuss the major trends in the history of the study of the adoption of packaged software and ERP systems and the study of the factors behind their customisation. They note that “the packaged software process has been studied principally with regard to its procedural characteristics and critical success factors” and that “for ERP packages in particular it has been found that the adoption process is strongly influenced by the social context, thus countering the technologically deterministic discourse that has generally surrounded such software”. They believe that “a purely rational or deterministic view of the packaged software adoption process” is inadequate in SMEs.

I began research for this thesis by aiming to answer the question “How is requirements engineering in packaged software implementation contexts enacted at SPSVs?” My efforts to answer this question involved my examining past literature on PSI and bespoke software, and RE for SPSVs. Summaries of such literature, their theory and their findings, is presented in Chapter 2. However, the most appropriate way to answer this question was to study the SPSVs on site. Through an ethnographic study I was able to answer the question “What are the analysts’ practices in the context of packaged software implementation by small packaged software vendors in Jordan?” but also,
either through observation or through interviews with and surveys of analysts to discover many of the reasons why analysts used particular practices.

The quest to answer further major research questions led me to engage in ethnographic research in two small packaged software vendors in Jordan. The field work I conducted and my subsequent travel back to participants to validate the results assisted me in answering the questions: “How do analysts conduct these practices in the context of packaged software implementation by small packaged software vendors in Jordan? And “Why do analysts conduct these practices in the context of packaged software implementation by small packaged software vendors in Jordan?”

8.2. PSIRE Processes and Practices

This study presents an account of packaged software implementation requirements engineering with a focus on analysts’ practices within SPSVs. Through this thesis I offer extensive discussion of how small packaged software vendors in Jordan approach the challenges encountered when conducting the implementation of packaged software at SMEs. I have discussed the different factors involved with finding clients, eliciting requirements and identifying misalignments, creating a packaged software offer, and modifying or customizing existing packaged software. My ethnographic account delivers an explanation of the day-to-day practices followed by analysts within small packaged software vendors in Jordan.

This section draws a number of conclusions from the results of the study as presented in Chapters 5 to 7.

1. The software analysts received software demonstration requests from their sales and marketing teams. The information these request forms tended to contain, along with that on the customer analysis forms, impact on how the analysts’ team approaches demonstration presentations. The main factors affecting decisions on the presentations related to the client’s organisation size; the number of users and departments within the client’s organisation; the
transactions involved and the relations between the transactions; the number of database records; the organisation’s level of security; the issues the client needs solved; the limitation of the work domain of the analysts’ company; and the limitation of the software product solutions that the analysts can offer.

2. During pre-implementation analysts approached a software demonstration by considering two different dimensions: the business dimension, which consists of offering a solution to the client, and the software dimension, which considers whether it is possible to meet the client’s initial requirements and new requirements. The analysts were actively involved in the pre-sale of their software and it was they who carried out the software demonstrations, not the sales teams of the SPSVs. An analyst involved with packaged software is required to take on more of a sales role; their aim during the software demonstration pre-implementation is to both identify the client’s needs and to find any misalignments that are present, and to sell the software product.

3. The analysts were very aware of time constraints during software demonstrations and that they did not wish to unduly tire clients. Their objective during demonstrations, therefore, was to focus mostly on the client’s key issues and how their software could deal with those issues, rather than on explaining every relevant function of the software. This meant that during software demonstrations, they tended to focus on the ‘business dimension’ of what they could offer the client organisation, rather than engaging in any extended technical software analysis.

4. The analysts at SPSVs often carry out software demonstrations by creating a live scenario through a real case. In doing so analysts may be better able to demonstrate the capabilities of a system or a software solution, how its software and hardware components work together, and how it can solve the client’s issues. The live scenario can also be useful for collecting initial requirements.

5. Scoping mechanisms are used in order to prevent the implementation time and cost from expanding and thus threatening the project. The main considerations when creating a packaged software offer were the number of modifications
requested by the client, the extent of the modifications, and the technical requirements involved. The creation of a packaged software offer provides the first discussion of the theory related to ‘assessment criteria’ used by analysts. The assessment criteria discussed here include the ‘New Features’ requested, which assesses the number and extent of proposed new features for the existing package, ‘Customisation’, which assesses the impact that may result from modifying existing functions, and the ‘Software Output/Input’, which consists of creating new reports or modifying existing reports.

6. The installation of packaged software at the client’s site is a particular mechanism analysts used to identify technical misalignments between the packaged software and the client’s IT infrastructure. In fact, the need for certainty regarding whether the infrastructure the packaged software requires matches the user’s IT infrastructure is particularly important. Other forms of misalignments may also be found, such as output issues or problems with transactions. Furthermore, the installation is used to carry out a software demonstration. Analysts mentioned that in such cases, they did this in order to show the users the software’s functionalities and to increase users’ participation in discussions.

7. Packaged software companies determine whether misalignments are real or only ‘perceived’ and the responses that they make to clients follow as a result. When misalignments are found to be real (or ‘actual’) analysts decide how to respond to them by next considering whether responding to the misalignment is within the software scope or outside the software scope. Furthermore, the SPSVs studied both had a general aim of minimizing the level of customisation they engaged in. Analysts also spoke of software demonstrations in general as an opportunity for convincing users that there were alternative solutions to misalignments that had been identified. Analysts observed in my ethnographic study often attempted to show clients that the software on offer could actually meet their needs, even without customisation – it simply met them in an unexpected way.
8. Another area in which implementation analysts showed a desire to limit customisation appeared in relation to the issue of ‘work-arounds’. In packaged software, analysts use work-arounds in order to minimize customisation, rather than to reduce conflicts between requirements. The pronounced preference for minimal customisation seemed to be related to a) customisation’s association with increased costs and longer implementation time, and/or b) if the modifications requested by a client were extensive, this might have a significant impact on the software functions. The analysts voiced a general recommendation that clients should instead adopt the processes built into their software. In cases of ‘actual’ misalignments, sometimes analysts are left with no choice but to agree to customisation. However, in cases where a misalignment appeared to be actual and customisation was desired by the client but was outside the original scope of the software offer, the software company would provide the client with a report estimating the cost of a customisation. The cost was estimated by considering the extent of the misalignments and the customisation risk involved. In most cases, after receiving such a report, the clients chose to use the software as it was, and adapt their business process instead. Analysts did note, however, that if an organisation could afford a particular customisation, that customisation would likely go ahead.

9. There are potential benefits to SPSVs if misalignments are found. SPSVs may benefit from the identification of a misalignment because they can either improve their existing package immediately in response, or may be given a useful idea for the future enhancement of their software package in a future release.

10. There are three new practices connected to ‘Requirements Documents Practices’: creating a users’ needs/misalignments specification document, estimating the time and cost related to creating the users’ needs/misalignments document, and the use of a users’ needs validation document. Amongst other new findings, new requirements elicitation practices for PSIRE were also found, including using a live software demonstration to elicit the users’ needs and
making use of a user manual. Some of the elicitation practices in PSIRE that were found included using software demonstrations, creating live scenarios for testing packages, and prototyping poorly understood requirements. The way in which analysts were expected to prioritise requirements in PSIRE was also considered. It was discovered that analysts working with packaged software collect requirements in a circular process and develop those requirements that are agreed upon at the time (with clients) or that their managers award priority to. In PSIRE, therefore, prioritising requirements is a practice used at the discretion of project managers.

11. It is considered important in PSIRE for an analyst to be able to specify the relationship between users’ needs and other software functions – that is, to know what functions are redundant in a specific use context for software and what software functions are essential. This is very important in PSIRE because analysts may be told to remove or modify package functions that would have a major effect on other functions of the software. A further practice that takes on additional importance in PSIRE is the need to document the links between stakeholder requirements and system models. This practice involves ensuring there is a high degree of traceability and rationale for a requirement. When it comes to requirements validation, I found that validation checklists were not used as commonly in PSIRE. Requirements in PSIRE were often instead validated by using prototyping to animate requirements, using a draft user manual, or by proposing requirements test cases.

12. A Parallel Star Model is proposed which details the processes involved in PSIRE. The star-shaped configuration of the Parallel Star Model shows the possible interconnections between different processes involved in the implementation of packaged software, and shows how, after analysts follow (part of) a particular process, they travel through a central step of ‘assessment’ before they make a decision about which action or activity to engage in next. In terms of PSIRE, the decisions that analysts make during these times of ‘assessment’ will relate to misalignments such as actual and perceived
misalignments, the preference to minimize customization, the benefits of misalignments, software scope, software price, client’s organization size, new features risk, customization risk, output/input customization risk, technical needs, client's organization structure, and analysts’ work domain.

13. The Parallel Star Model for PSIRE supports the use of interdependent, interwoven, processes. The Parallel Star Model shows not only that the processes involved in PSIRE are interconnected in flexible ways, but that multiple PSIRE processes can be followed simultaneously and in any order.

### 8.3. Contributions

Previous studies of packaged software implementation have typically focused on the users’ perspective of implementation; this perspective revolves around the users’ attempts to select packaged software that fits their process. However, the novel contribution of my study is that it changes the perspective used to examine packaged software implementation from ‘outside’ the SPSVs to ‘inside’ the small packaged software vendors (in Jordan, in this study) and therefore provides a new understanding of packaged software implementation and analysts’ practices. This thesis reports an ethnographic study of packaged software implementation that also offers detailed discussion and analysis of the day-to-day practices of packaged software analysts. Through the research I carried out during this study I was able to successfully answer the main research question, which was: “What are the analysts’ practices in the context of packaged software implementation by small packaged software vendors in Jordan?” I was able to gain a strong understanding of RE practice for PS implementation at SPSVs and of the various factors that bear influence upon it.

The first outcome of this thesis is that it provides an improved understanding of analysts’ practices in terms of packaged software implementation requirements engineering, particularly as many of the major factors impacting on SPSVs’ analysts’ practices are discussed, from collecting initial requirements to identifying misalignments, to factors that impact on customisation decisions, to the use of software
demonstrations. It is therefore considered that this PhD delivers an approach that could inform other SPSVs in relation to their conducting or managing a PS implementation in terms of RE practices, as it thoroughly explains issues such as analysts’ roles during pre-implementation and implementation, the importance of various forms of software demonstration, mechanisms of scoping, and creating a packaged software offer, noting that the analyst conducting packaged software RE is often required to adopt an analyst-sales-marketing role. The following points express analysts’ practices in terms of higher-level theoretical concepts:

- ‘Live scenario software demonstration’ and ‘Knowledge and experience in packaged functions’ were conceptualized as strategies intended to help analysts convince clients about a software solution, as they demonstrate and discuss a possible solution.
- ‘Client’s organisation structure and the limitations of analysts’ company work domain’ were conceptualized as assessment criteria that were intended to help analysts to make decisions about which software solution to demonstrate.
- Analysts’ roles have changed from only collecting requirements and software analysis in traditional RE to also engaging in the pre-sale of software.
- The New Features request, Customisation needs, Software Output/Input, and Technical needs were conceptualized as assessment criteria that were intended to help the company to create a packaged software offer.
- Installing a copy of the software and software demonstration were conceptualized as strategies intended to help analysts identify misalignments (new features, transactions, output/input and technical).
- Actual misalignments, perceived misalignments, minimising customisation, software scope, organisation size, price of software, and misalignments benefits were conceptualized as assessment criteria that were intended to help analysts to make decisions about modification requests.
Software demonstration was conceptualized as a strategy intended to help analysts to explain software functions, train users, and validate the modifications made.

The second outcome of this thesis is an in-depth assessment of RE practices in terms of whether they were used in PSIRE, and, if used, to what degree they were used. Splitting the whole process of implementation into specific elements and activities, according to the use of particular documents or particular groupings of processes for collecting and validating requirements, has enabled a fine-grained view of activities and practices to be developed. In general terms, it was found that PSIRE introduced new practices of documentation, was not as concerned as general RE with looking for domain constraints or with collecting requirements and viewpoints from multiple sources, was more likely to involve live software demonstrations and screenshots to collect users’ needs, and was more likely to involve the compilation of a user manual. In PSIRE, prioritising requirements is not a basic practice; instead, analysts collect requirements in a circular process, with managers then directing analysts regarding which requirements to give most attention toward. PSIRE was also found to place emphasis on assessing requirements risks and on considering the relationship between users’ needs and the inter-relationships between software functions, as analysts engaging in PSIRE do not wish to disrupt functions of their software when making modifications in response to client requests. The assessment of PSIRE led to the discovery of new RE practices that were being used in four of the areas examined: new RE practices were found in relation to requirements documentation, requirements elicitation, requirements analysis and negotiation, and describing requirements.

The third and major outcome of this thesis is that it delivered an understanding of PSIRE that represents how SPSVs might identify and respond to misalignments between users’ needs and PS functionalities. It does so through proposing a Parallel Star Model for PSIRE which is based on empirical observations made during my ethnographic research. The model is designed to depict the parallel nature of the processes conducted during PSIRE: feasibility study, assessment, implementation,
software demonstration, and identifying misalignments. I have noted that analysts conducting PSIRE are commonly able to carry out multiple processes at the same time. Therefore, I hypothesise that PSIRE is actually conducted in terms of a parallel star process model rather than a linear process model. Further, the Parallel Star Model is appropriate in that these processes can happen at the same time and in no particular order.

8.4. Limitations

While concluding that I was ultimately successful with the results of my research, being able to answer my research questions and to generate new theory, I also acknowledge that there are some limitations to this study and my research results. While there were some specific limitations that appeared during the course of my study, it should be noted that the ethnographic study approach always brings its own limitations.

One particular limitation of ethnography is that, to some degree, interpretation of the results depends on the ethnographer. The ethnographer may obtain both quantitative and qualitative data, but after this, it is the ethnographer who chooses how to interpret the data and how to arrange narratives and explanations in particular ways. It is possible that a different ethnographer might have viewed the events observed and the SPSVs settings involved in a different way, or might have analysed the data collected in a different way. The contribution made by this thesis, therefore, represents what is at least partly my own personal perspective of what happened in the two SPSVs observed in Jordan, and my personal perspective of the various practices that make up requirements engineering for packaged software implementation. An ethnographer cannot pretend that their results and interpretations are entirely objective. My aim throughout the discussion of my ethnographic work as provided in this thesis was therefore to provide enough detailed information about the settings encountered, the information I was provided by analysts, the activities I witnessed analysts engaged in, the challenges that analysts told me about, and the data obtained during validation, that readers will be able to make their own firm judgments about the credibility of my study. If the ethnographer
follows an ethical approach to data collection – an approach I attempted to maintain throughout my work – this also aids the credibility of ethnographic research.

Apart from these more general limitations that attend any ethnographic study, there were some more specific limitations that emerged as I conducted my ethnographic study of the SPSVs in Jordan. First, during the field work I conducted, there were some factors or processes involved in PSIRE that I was not able to investigate fully. For example, my work within the SPSVs revealed to me that writing a report helped analysts to evaluate the effort of time and cost that would be involved in customising a software package. However, the analysts chose not to share with me any specific information related to writing a report, so I was not able to fully comprehend how this kind of report influenced the PSIRE. Meanwhile, I was told that in the case where clients requested customisations that would make the software package implementation go outside the scope of the original software offer, users usually made the final decision of adapting their business process to match the software as it was, rather than follow through with the customisation request. I was unable to obtain any further details that would make it clear whether or why clients made such decisions, but it did appear from what analysts stated that the clients had probably been dissuaded by the increased time and cost issues (which would have been mentioned on reports they were furnished with).

One final limitation with regard to my ethnographic study is that on occasion, my study and its findings were constrained by needing to preserve issues of confidentiality.

8.5. Ideas for Future Research

As I suggested in my ‘Discussion’ chapter (Chapter 7), it could be desirable for researchers to shift their focus from examining issues from users’ perspective to examining the views SPSVs have of packaged software implementation. If such action is taken, researchers and practitioners will be able to gain a more complete understanding of all of the sites and participants involved with packaged software
implementation. Meanwhile, the results that I have gained from this study could be validated further if researchers gained more data about PSIRE from other SPSVs.

Another topic related to PSI that would be interesting to investigate is how the philosophy behind release planning for packaged software differs between large packaged software development companies and companies that are SPSVs. From observations and from previous literature, it appears, for example, that large packaged software development companies tend to have very detailed release plans and schedules for future packaged software products, planned out months or years in advance, while SPSVs may take a more ad hoc approach that instead involves continuous improvement of their product in response to clients’ requirements and how clients feel about the product. Lastly, a further research area of interest would be an investigation of tools that could support misalignment management for SPSVs. If existing tools do not support the management of modifications to already developed packaged software functionalities other researchers might look to develop these in future work.
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Appendices

Appendix A: Participant information sheet

Participant Information Sheet

Date Information Sheet Produced: 07 February 2011

Project Title
Communication Strategy in Requirement Determination: an Exploration of Developers-users Interaction/ Nonverbal Channels Perspective

An Invitation
My name is Issam Jebreen. And I am currently doing a PHD at AUT University, Please accept my invitation to participate in this research project. In this research I am going to be investigating the requirement engineering process.

Your participation is voluntary and without any financial remuneration. Your contribution will be vital and important to the outcome. You will get the chance to get to know new communication skills and also increase the effectiveness of your communication process.

You can withdraw your contribution at any time before the data analysis is completed and if you decided to do so, there will be no disadvantage for you.

What is the purpose of this research?
The purpose of the research is to explore the themes and strategies to reach a shared understanding of the requirements from communication perspective.

How was I identified and why am I being invited to participate in this research?
You have been identified as a developer with expertise in the software development process. Your name has been put forward through a recommendation from a colleague or peer in the industry.

What will happen in this research?
Interview Protocol: First of all, the meeting will take place at a mutually agreed upon time and place, and should last about 60 minutes or for as long as you want to speak with me. I will use the video records from the Observation sessions conducted prior to the Interview. After, I will present and demonstrate open ended questions to you that I would like us to discuss. The questions will be based on the video records and will raise questions related to the research. The session will be audio recorded so that I can accurately reflect on what is discussed. The tapes will only be reviewed by members of the research team who will transcribe and analyze them. They will then be destroyed. If at any time and for any reason, you would prefer not to answer any questions, please feel free not to. If at any time you would like to stop participating, please tell me. We can take a break, stop and continue at a later date, or stop altogether. You will not be penalized in any way for deciding to stop participation at any time.

What are the discomforts and risks?
The only potential risk from your participation in this project is that there is a risk that confidential information about the user requirements determined for this project may become known to others in your organisation.

How will these discomforts and risks be alleviated?
In order to protect your privacy and safety, I will not use your name (unless you give me permission to do otherwise). In my notes, your name will be codified, and I may change your name for publication/presentation purposes. This information will be securely stored and the audiotape of this observation and interview will be destroyed once its contents are transcribed. The research data...
might be published approximately 1 year after it is collected and therefore any time dependant information will be passed by the time of publication.

You can have short breaks at any time for answering phone calls, going to the bathroom, or any other personal need.

**What are the benefits?**

You may benefit from actively participating in research and getting to know a topic that might be new and exciting for you. Your contribution is a part of my PHD Thesis, although you probably won’t benefit directly from participating in this study, we hope that others in the community/society in general will benefit by the research results.

**How will my privacy be protected?**

Your privacy will be protected at all times. Your personal data remains confidential. In order to achieve privacy and confidentiality, the observation and video tapes, as well as the interview and audio file will be identified only as a unique code which is not linked to any personal data. The video tapes will only be accessed by the researcher.

Study information will be kept in a secure location at the Auckland University. The results of the study may be published or presented at professional meetings, but your identity will not be revealed, which means that no one (not even the research team) will know what your answers are. So, please do not write your name or other identifying information on any of the study materials.

Also your name, address, or any other personal data will not be used for analysis or contribution to the research. However, your name and agreement to participate in this research will be disclosed to the manager of the organisation. If your manager wants to know who is taking part in my project I will check with you first.

**What are the costs of participating in this research?**

The only cost to you will be your time. The observation is expected to take about 90 minutes and the interview about 60 minutes.

**What opportunity do I have to consider this invitation?**

From the point of invitation to the point of acceptance of invitation, you will have at least 24 hours to consider this invitation.

**How do I agree to participate in this research?**

In order to participate, you need to read, understand, agree, and sign the attached consent form.

**Will I receive feedback on the results of this research?**

Feedback is available to every participant. The consent form contains an option box and space for contact details to express your interest in receiving feedback. The feedback will be sent to you after completion of the PHD thesis. The researcher expects this to happen in February 2013.

**What do I do if I have concerns about this research?**

Any concerns regarding the nature of this project should be notified in the first instance to the Project Supervisor, Dr. Judith Symonds, judith.symonds@aut.ac.nz, +64 9-921 9999 x5879

Concerns regarding the conduct of the research should be notified to the Executive Secretary, AUTEC, Madeline Banda, madeline.banda@aut.ac.nz, 921 9999 ext 8044.

**Whom do I contact for further information about this research?**

Researcher Contact Details:
Issam Jebreen, issam.jebreen@aut.ac.nz, +64 27 8595234, +64 9-921 9999 x5125

Project Supervisor Contact Details:
Dr Robert Wellington, robert.wellington@aut.ac.nz, +64 9-921 9999 x5879

Approved by the Auckland University of Technology Ethics Committee on 07/02/11, AUTEC Reference number 10/293.
Appendix B: Initial Codes by Key point coding and Statistical analysis

“Pre-implementation was one of the processes that analysts applied during the PSIRE. This process occurred as a standard initial stage and was used by analysts during the entire time when I undertook my observation process and interviews. It was a process that was also applied during any demonstration presentation situation.”

The dominant codes involved in Pre-implementation are below.

<table>
<thead>
<tr>
<th>Pre-implementation</th>
<th>ID</th>
<th>codes</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I-D1</td>
<td>Explaining product functionality</td>
<td>Presenting the potential product to the client.</td>
</tr>
<tr>
<td></td>
<td>I-D2</td>
<td>Identifying possible improvements</td>
<td>Asking the clients about specific features for the software. Discussing possibilities to improve, add, or modify some functions for client’s satisfaction.</td>
</tr>
<tr>
<td></td>
<td>I-D3</td>
<td>Discovering client’s initial needs</td>
<td>Identifying the client’s expectations and the main objectives for using the software.</td>
</tr>
<tr>
<td></td>
<td>I-D4</td>
<td>Linking business process and product functionality</td>
<td>Presenting the functionality of the software and identifying its need according to the business process.</td>
</tr>
<tr>
<td></td>
<td>I-D5</td>
<td>Discussing client’s issues</td>
<td>Identifying client’s issues within his business process. Tackling the issues in the software.</td>
</tr>
<tr>
<td></td>
<td>I-D6</td>
<td>Prototyping presentation</td>
<td>Presenting the software through the means of screen shots in order to help the client understand and see how this product could solve and satisfy their business process issues.</td>
</tr>
</tbody>
</table>

**In-depth Description**

<table>
<thead>
<tr>
<th>ID</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-D1</td>
<td>Explaining the product’s potential: analysts represented the product that the client might be interested in.</td>
</tr>
<tr>
<td>I-D2</td>
<td>Identifying possible improvements: clients asked about some features that they would like to see in the software. Analysts and clients discussed the possibilities to improve, add, or modify some functions in order to fit with the client’s expectation.</td>
</tr>
<tr>
<td>I-D3</td>
<td>Discovering the client’s initial needs: analysts tried to figure out the client’s expectations of the software and the main objectives for using the software.</td>
</tr>
<tr>
<td>I-D4</td>
<td>Linking business process and product functionality: analysts represented the potential product functionality from the point of view of how it suited the business process, and explained why this functionality would be satisfactory.</td>
</tr>
<tr>
<td>I-D5</td>
<td>Discussing the client’s issues: analysts tried to understand the challenges that faced the client within his business process and tried to represent how the potential product could deal with and tackle these challenging issues.</td>
</tr>
<tr>
<td>I-D6</td>
<td>Prototyping presentation: analysts used some screen shots to represent the potential product functionality in order to demonstrate to the client or convince the client how this product could satisfy their business process and solve any problematic issues in their business process.</td>
</tr>
</tbody>
</table>

Based on the percentage results of codes inducted from Org1 during the pre-implementation, I can observe that the most inducted code was explaining product functionality (28.1%), while the least inducted code was discussing client’s issues (9.2%). The second most commonly inducted code linking business process and product functionality (22.9%), followed by prototyping presentation (16.9%) and
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discovering client’s initial needs (13.3). The second least commonly inducted code was identifying possible improvements, with the percentile usage of 9.6%.

Percentage of codes inducted from organization

<table>
<thead>
<tr>
<th>pre-implementation stage, ID</th>
<th>Org1</th>
<th>Org2</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-D5</td>
<td>9.20%</td>
<td>I-D2</td>
</tr>
<tr>
<td>I-D2</td>
<td>9.60%</td>
<td>I-D4</td>
</tr>
<tr>
<td>I-D3</td>
<td>13.30%</td>
<td>I-D3</td>
</tr>
<tr>
<td>I-D6</td>
<td>16.90%</td>
<td>I-D5</td>
</tr>
<tr>
<td>I-D4</td>
<td>22.90%</td>
<td>I-D6</td>
</tr>
<tr>
<td>I-D1</td>
<td>28.10%</td>
<td>I-D1</td>
</tr>
</tbody>
</table>

With Org2, the inducted code of explaining product functionality was inducted the most as well – at a rate of 30.2%. Only slightly behind this in terms of inducted code was prototyping presentation (29.5%). The inducted code of the discussion of client’s issues was used at 13.7%, followed by discovering client’s initial needs strategy (9.4%). The inducted codes of identifying possible improvements and linking business process and product functionality were range the least, with a result of 8.6% each.

“Marketing and sales team at the pre-implementation stage make contact with the potential client and to present the company’s services and potential business relations. Phone calls, emails and personal visit have conducted to provide marketing information and potential product related to the client’s business, including past examples of the products developed for a similar field of users, in order to show the competence of the analysts’ organisation and to present the best situations to the potential client. This approach helps the potential client to learn about the software development organisation and compare the information from them with that from other similar organisations. It is vital at this stage that the marketing team presents the organisation in its best light”.

Pre-implementation

<table>
<thead>
<tr>
<th>pre-implementation</th>
<th>ID</th>
<th>codes</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-D7</td>
<td></td>
<td>Marketing</td>
<td>Presenting the organisation’s information</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Provisioning the proof of the organisation’s competence in the clients’ field</td>
</tr>
<tr>
<td>I-D8</td>
<td></td>
<td>Meetings arrangement</td>
<td>Arranging the meetings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Confirming the meetings</td>
</tr>
<tr>
<td>I-D9</td>
<td></td>
<td>Documents exchange</td>
<td>Exchanging the documents such company profile, contact, business cards.</td>
</tr>
<tr>
<td>I-D10</td>
<td></td>
<td>Official documents exchange</td>
<td>Presenting the official documents for software product information</td>
</tr>
</tbody>
</table>

In-depth Description for inducted codes

<table>
<thead>
<tr>
<th>ID</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-D7</td>
<td>The marketing and sales team presented their organisation’s information, which showed the</td>
</tr>
</tbody>
</table>
clients the stability of the organisation, the time period the organisation had been in business or presented a particular service provided by their company, as well as company’s credibility. The clients were also presented with information relating to the field of work the organisation dealt with, as the organisation provided examples of the previous work done for clients from the same field or a similar field. The developers also displayed confidence in their work. The emails also provided verbatim quotations from previous clients, showing their satisfaction with the work done and stating or demonstrating that it improved their business process, as the users’ workload was eased after the new software was developed.

**I-D8**
The marketing and sales team try to arrange meetings for demonstration presentations, which were held at either the analysts’ or clients’ company meeting space. Meetings were arranged to be suitable with the clients’ schedules. They advised on the meeting date, time, and place. Closer to the arranged meeting date, the marketing and sales team sent a confirmation email or call about the meeting arrangement, confirming with the client that it was still taking place.

**I-D9**
After the meeting was held, the analysts emailed meetings minutes to the client. The organisation’s profile was presented as well, in an Email.

**I-D10**
The marketing and sales team provide the product information, company profile and company references.

Marketing code was inducted from first organisation with 57%. The second organisation was inducted only 43% for the same code. There were 78% and 22% support for meetings arrangement by Organisation 1 and Organisation 2 companies, respectively. Organisation 1 inducted the document exchange code with 65%, while Organisation 2 inducted the same code by only 35%. There were 60% and 40% inducted for the official exchange document code in Organisation 1 and Organisation 2 organisations respectively.

**Percentage of inducted codes by organization**

<table>
<thead>
<tr>
<th>Pre-implementation stage</th>
<th>ID</th>
<th>Org1</th>
<th>ID</th>
<th>Org2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D10</td>
<td>17.20%</td>
<td>D8</td>
<td>16.70%</td>
</tr>
<tr>
<td></td>
<td>D9</td>
<td>23.60%</td>
<td>D10</td>
<td>23.40%</td>
</tr>
<tr>
<td></td>
<td>D7</td>
<td>27.40%</td>
<td>D9</td>
<td>23.80%</td>
</tr>
<tr>
<td></td>
<td>D8</td>
<td>31.80%</td>
<td>D7</td>
<td>38.10%</td>
</tr>
</tbody>
</table>

As shown by the percentile inducted codes of each Organisation 1 at pre-implementation stage, the most inducted code was meetings arrangement (31.8%), followed by marketing (27.4%) and documents exchange (23.6%) codes. The least inducted code was official documents exchange (17.2%). Organisation 2, on the other hand, marketing code was the most (38.1%) inducted, followed by documents exchange and official documents exchange codes (23.8% and 21.4%, respectively). The least inducted code was meetings arrangement, with 16.7%.

When the two companies were compared, the results showed that the documents exchange inducted code at about the same level, while official documents exchange was inducted code more by Organisation 2. While Organisation 2 inducted marketing code more than Organisation 1, the latter took more advantage of utilising the meetings arrangement code. The graph below visually represents the comparison of each inducted code by both companies at the pre-implementation stage.
After the software offer is accepted by the client, we use the information from pre-implementation stage to start collecting more details about the user’s needs… So first, you install a copy of our software then we start to explain our software functions to determine mismatches between our software and the user’s business process. USER2- Formal Interview (08/02/2012)

We cannot ask users about their infrastructure because most of the users are not IT people and even IT people don’t know some of the infrastructure requirements for software to be run….. We try to discover any issues with the users’ infrastructure, but we do that by installing a copy of our software … that’s the only way to get to know the issues with the users’ infrastructure…. USER2- Formal Interview (09/02/2012)

“Anyway, it is all about solving client issues and these needs more discussion and understanding to his/her business process are required” USER5- Formal Interview (23/03/2012)

“We use the initial report from demo panel and then we collect some information about client business to prepare for more understanding” USER1- Informal Interview

We start explaining the software functions. So we install a copy of the software, not to be used in a real process, but to help us to explain our software functions to users….. I think that helps the users know what software can do…. As you know, users sometimes have no understanding of what software can do, so we use a copy of our software to teach them, and to help users to engage in a good discussion about the software functions and their business process. USER1- Informal Interview

*During Implementation induded codes*

<table>
<thead>
<tr>
<th>During Implementation</th>
<th>ID codes</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-D1</td>
<td>Build a Relation</td>
<td>Analysts built a relationship with the client in order to help the client express their thoughts in a confident way.</td>
</tr>
<tr>
<td>In-D2</td>
<td>Explanation Tools</td>
<td>Analysts used different tools that could help explain the functionality of the software.</td>
</tr>
<tr>
<td>In-D3</td>
<td>Body language</td>
<td>Analysts used their body language to send messages, and also interpreted body language in order to recognise the client’s level of understanding.</td>
</tr>
<tr>
<td>In-D4</td>
<td>In-depth Discussion</td>
<td>Analysts tried to get details of the client’s business process and the requirements related to the product.</td>
</tr>
<tr>
<td>In-D5</td>
<td>Requirement Validation</td>
<td>Analysts tried to validate the requirements once they collected further details about them.</td>
</tr>
<tr>
<td>In-D6</td>
<td>Understand Database Structure</td>
<td>Analysts analysed client’s data process within the requirements and the possible field in the database.</td>
</tr>
<tr>
<td>In-D7</td>
<td>Identify Possible improvements</td>
<td>Analysts asked the clients about specific features needed in the software. Analysts discussed possibilities of improving, adding, or modifying some functions for the client’s satisfaction.</td>
</tr>
<tr>
<td>-------</td>
<td>-------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>In-D8</td>
<td>Discussion of client’s issues</td>
<td>Analysts identified client’s issues within their business process. Analysts tackled the issues by changing the software.</td>
</tr>
<tr>
<td>In-D9</td>
<td>Acquire knowledge</td>
<td>Analysts read, gathered and studied the information about the business process related to the client’s organisation.</td>
</tr>
<tr>
<td>In-D10</td>
<td>Clarify Information</td>
<td>Analysts clarified the gathered information with the client.</td>
</tr>
<tr>
<td>In-D11</td>
<td>Define users roles, Key Users</td>
<td>Analysts obtained an understanding of each user’s involvement in the software. Analysts obtained an understanding of how the requirements are related to each user. Analysts obtained an understanding of which functionalities of the software each user would have access to.</td>
</tr>
<tr>
<td>In-D12</td>
<td>Explain business process</td>
<td>Clients and users explained the business activities and process.</td>
</tr>
<tr>
<td>In-D13</td>
<td>Get confirmation of process</td>
<td>Analysts confirmed the business process with the client.</td>
</tr>
<tr>
<td>In-D14</td>
<td>Open questions</td>
<td>Analysts invited the users to discuss their requirements, expectations, and objectives. Analysts allowed users to respond in their own words. Analysts did not limit answers to a narrow range.</td>
</tr>
<tr>
<td>In-D15</td>
<td>Exchange Documents</td>
<td>Analysts exchanged the documents with the clients such as meeting agenda, requirement list, meeting minutes, and requirement review and requirement validation.</td>
</tr>
<tr>
<td>In-D16</td>
<td>Future requirements</td>
<td>Analysts identified possible requirements for the future business processes.</td>
</tr>
<tr>
<td>In-D17</td>
<td>Discussion of Client’s objectives</td>
<td>Analysts identified the client’s objectives.</td>
</tr>
<tr>
<td>In-D18</td>
<td>Requirement reviews</td>
<td>Analysts checked the requirements document for inconsistencies and errors. Conflicts, contradictions, and errors in the requirements had been discovered by reviewers and formally recorded in the review report.</td>
</tr>
<tr>
<td>In-D19</td>
<td>Discover user past experience</td>
<td>Analysts defined a user past experience that could be considered as a main issue of the effective interaction.</td>
</tr>
<tr>
<td>In-D20</td>
<td>Facilitator</td>
<td>A facilitator helped the group work together productively to reach the best possible conclusions or decisions. The facilitator kept the discussion rolling, kept it on track, and summarized the discussed topics and issues.</td>
</tr>
<tr>
<td>In-D21</td>
<td>Discuss meeting</td>
<td>Analysts discussed the main topic for the</td>
</tr>
</tbody>
</table>
In-D22  Discuss progress since last meeting  Analysts discussed the progress achieved.

**In-depth Description**

<table>
<thead>
<tr>
<th>ID</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-D1</td>
<td>Build relation: One of the strategies in this stage was to build a relation with the client in order to make the client feel confident during discussions. This reduced tension and helped the client to easily express their thoughts.</td>
</tr>
<tr>
<td>In-D2</td>
<td>Explanation tool: Via the explanation tool strategy, analysts used different tools to help them explain the functionality of the software and its process. The tools used included a white board, blank paper, and diagrams.</td>
</tr>
<tr>
<td>In-D3</td>
<td>Body language: Body language is an important strategy used during the building of in-depth understanding. This suggested that analysts used body language to send messages to the clients. For example, gesture could be used during the explanation and presentation of the software. Body language also helped the analysts realize the level of understanding between themselves and the clients. For instance, the facial expression of the client could show if the client understood the need for a functionality of the software and if it was required.</td>
</tr>
<tr>
<td>In-D4</td>
<td>In-depth discussion: In-depth discussion helped the analysts get the details of the requirements and the client’s business process. This in turn linked the gathered information with the related requirements. Collecting more details, like data about the requirements, about sources of the data, and about the users’ involvement improved the potential product functionalities.</td>
</tr>
<tr>
<td>In-D5</td>
<td>Requirement validation: Analysts had written a requirement list to discuss with the users in order to validate users’ needs. Analysts sometimes represented these requirements by prototyping screen. During the requirement validation meeting analysts and users discussed the requirement list and the possible modifications.</td>
</tr>
<tr>
<td>In-D6</td>
<td>Understanding database structure: Analysts tried to understand the client’s data process within the requirements and the possible field in the database that covered this data process. This was one of the most requested functionality report mechanisms, requested by clients so clients figured out that data related to each single report that the analysts tried to understand.</td>
</tr>
<tr>
<td>In-D7</td>
<td>Identifying possible improvements: Through identifying possible improvements with the client, the analysts got a chance to add, improve, and modify the final potential product functionalities in order to fit with the client’s expectation.</td>
</tr>
<tr>
<td>In-D8</td>
<td>Discussion of client’s issues: By discussing the client’s issues, the analysts gained a better understanding of the client’s business process. They could also identify the challenges and issues that the users faced, and made sure they plan a potential product that would meet requirements and include the functionalities that would help the users deal with such challenges.</td>
</tr>
<tr>
<td>In-D9</td>
<td>Acquire knowledge: Before any discussion with the client the analysts went through the process of acquiring knowledge about the client’s business process, objectives, and requirements. This was achieved by gathering general information about the business, gathering knowledge of the client’s business area, and reading about specific business related processes on the company’s website, for example.</td>
</tr>
<tr>
<td>In-D10</td>
<td>Clarifying information: The strategy of Clarifying information helped the analysts make the gathered and studied information clear by communicating with the client, asking questions related to their business process and software requirements.</td>
</tr>
<tr>
<td>In-D11</td>
<td>Define users’ roles and Key Users: By defining the key users and the users’ roles, analysts understood each user’s involvement in the software and their level of interaction with the software. This helped the analysts to understand what each user required from the software, and helped assist when planning the restriction of some functions for particular users.</td>
</tr>
<tr>
<td>In-D12</td>
<td>Explain business process: Through communication with the client, the analysts clarified the business process of the organization. The clients and users explained the business process...</td>
</tr>
</tbody>
</table>
and activities of the organization in detail, which helped the analysts, discover ways to optimize such processes via the software.

| In-D13 | Get confirmation of process: After gathering the information and obtaining knowledge about the field and the business process of the organization, analysts used the confirmation of process strategy in order to confirm the information collected prior to their communications and discussions with the client. In this way they identified the correct requirements for the potential product. |
| In-D14 | Open questions: Analysts used open questions in order to encourage the users to voluntarily take part in communication acts and discussions. In most cases the analysts tried to avoid closed questions that would lead to yes/no answers. The drawback of this approach is that it might bring unrelated issues and irrelevant information into the discussion. This, however, helped analysts build a friendly relation with the client, which in turn boosted client’s confidence when it came to discussing related issues and helping in the development of a potential product. Open questions like “Could you tell me more about X?” allowed the clients to respond in their own words. This avoided limiting answers to the narrow range of choices that would result from asking closed questions. |
| In-D15 | Exchange documents: During the exchange documents strategy, the documents included previous meeting minutes, lists of activities and topics for discussion. This documentation helped both analysts and clients to keep track of the software development process, and also provided boundaries for group discussions or meetings. In turn, this helped to direct focus toward those specific areas of information that analysts required clarification of. |
| In-D16 | Future requirements: By applying the future requirements strategy, the analysts laid the path of future work with the existing client, but meanwhile put aside the further possible development of the software. |
| In-D17 | Discussion of client’s objectives: The discussion of client’s objectives strategy helped identify the client’s objectives and their expectations of the requested product. |
| In-D18 | Requirement reviews: Both analysts and users manually checked the requirements documentation for any inconsistencies and errors. Any conflicts, contradictions, or blunders appearing in the requirements were pointed out by the reviewers and formally recorded in the review report. After the identified issues were recorded, it was up to the users, the system procurer, or the system developer to negotiate a solution to solve the problem areas. |
| In-D19 | Discover users’ past experience: Analysts discovered the users’ experience with the current software (if they have any such experience) and the business process related to it. This helped with identifying the primary user who could be the main informant regarding the requirements for the product to be developed. However, the users’ ability to create the requirements for the new software or to express their thoughts on the requirements could negatively impact on the requirement determination process. |
| In-D20 | Facilitator: One of the members from the analysts’ team acted in the role of a facilitator in order to help the group work together productively to reach the best possible conclusions or decisions. The facilitator handled the practicalities and logistics of the group’s meetings, including setting the date and time of the meetings, reserving meeting space, etc. The facilitator’s role was to keep the discussion rolling and to keep it on track, summarizing the discussed topics and issues. He/she, however, stayed impartial and avoided putting ideas or opinions forward themselves, or encouraging the group towards a specific conclusion. |
| In-D21 | Discuss meeting agenda: The analysts discussed the topics presented in the meetings. |
| In-D22 | Discuss progress since last meeting: The analysts presented and discussed the progress achieved from the previous meetings. |

The table below shows percentage of inducted codes from organizations, during implementation, the inducted codes from Org1 ranged from 1.9% for identifying possible improvements to 10.5% for in-depth discussion. The inducted codes of building a relation and using body language were the second least, with a percentile inducted of 2.1% each. Future requirements did not have much higher inducted, with the result of 2.3%. The defining user roles and key users inducted code was at a level of 3.6%, while the understand database structure and explanation tools inducted codes had a very similar result of 3.8% and
3.9% respectively. The acquire knowledge and exchange documents strategies were inducted at 4.2% each. The discussion of client’s objective (4.4%), requirement validation (4.8%), and facilitator (4.9%) all appeared within the fourth percentile rank. The inducted codes of discover user past experience (5.1%), clarify information (5.3%), requirement reviews (5.6%), and getting confirmation of process (5.7%) inducted from Org1. The open questions strategy and explain business process inducted code scored similarly, with 8% and 8.1% respectively. The second most commonly inducted code by Org1 was discussion of client’s issues (9.4%).

### During Implementation inducted codes

<table>
<thead>
<tr>
<th>No.</th>
<th>In-depth understanding</th>
<th>ID</th>
<th>Org1 ID</th>
<th>Org2 ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In-D7</td>
<td>1.90%</td>
<td>In-D6</td>
<td>1.30%</td>
</tr>
<tr>
<td>2</td>
<td>In-D3</td>
<td>2.10%</td>
<td>In-D16</td>
<td>1.50%</td>
</tr>
<tr>
<td>3</td>
<td>In-D1</td>
<td>2.10%</td>
<td>In-D1</td>
<td>2.20%</td>
</tr>
<tr>
<td>4</td>
<td>In-D16</td>
<td>2.30%</td>
<td>In-D3</td>
<td>2.30%</td>
</tr>
<tr>
<td>5</td>
<td>In-D11</td>
<td>3.60%</td>
<td>In-D2</td>
<td>2.50%</td>
</tr>
<tr>
<td>6</td>
<td>In-D6</td>
<td>3.80%</td>
<td>In-D7</td>
<td>2.80%</td>
</tr>
<tr>
<td>7</td>
<td>In-D2</td>
<td>3.90%</td>
<td>In-D20</td>
<td>3.00%</td>
</tr>
<tr>
<td>8</td>
<td>In-D9</td>
<td>4.20%</td>
<td>In-D19</td>
<td>3.20%</td>
</tr>
<tr>
<td>9</td>
<td>In-D15</td>
<td>4.20%</td>
<td>In-D9</td>
<td>3.80%</td>
</tr>
<tr>
<td>10</td>
<td>In-D10</td>
<td>4.50%</td>
<td>In-D5</td>
<td>3.80%</td>
</tr>
<tr>
<td>11</td>
<td>In-D5</td>
<td>4.80%</td>
<td>In-D17</td>
<td>4.30%</td>
</tr>
<tr>
<td>12</td>
<td>In-D20</td>
<td>4.90%</td>
<td>In-D16</td>
<td>4.30%</td>
</tr>
<tr>
<td>13</td>
<td>In-D19</td>
<td>5.10%</td>
<td>In-D11</td>
<td>5.00%</td>
</tr>
<tr>
<td>14</td>
<td>In-D21</td>
<td>5.20%</td>
<td>In-D15</td>
<td>6.20%</td>
</tr>
<tr>
<td>15</td>
<td>In-D10</td>
<td>5.30%</td>
<td>In-D21</td>
<td>6.30%</td>
</tr>
<tr>
<td>16</td>
<td>In-D22</td>
<td>5.50%</td>
<td>In-D22</td>
<td>6.40%</td>
</tr>
<tr>
<td>17</td>
<td>In-D18</td>
<td>5.60%</td>
<td>In-D18</td>
<td>6.20%</td>
</tr>
<tr>
<td>18</td>
<td>In-D14</td>
<td>5.80%</td>
<td>In-D10</td>
<td>7.70%</td>
</tr>
<tr>
<td>19</td>
<td>In-D14</td>
<td>8.00%</td>
<td>In-D14</td>
<td>7.80%</td>
</tr>
<tr>
<td>20</td>
<td>In-D14</td>
<td>8.10%</td>
<td>In-D18</td>
<td>8.20%</td>
</tr>
<tr>
<td>21</td>
<td>In-D8</td>
<td>9.40%</td>
<td>In-D4</td>
<td>10.00%</td>
</tr>
<tr>
<td>22</td>
<td>In-D4</td>
<td>10.50%</td>
<td>In-D8</td>
<td>12.60%</td>
</tr>
</tbody>
</table>

The range of inducted coded for Org2 was wider than for Org1 and spread from 1.3% for the understand database structure to 12.6% for the discussion of client’s issues. The second most inducted code from Org2 during the in-depth understanding phase was in-depth discussion (10%), followed by requirement reviews (8.2%). The open questions strategy and clarify information gained similar results, with 7.8% and 7.7%. The get confirmation of process inducted code was used 7.3% by Org2, while the exchange documents inducted code appeared in the next percentile down – 6.2%. The define users roles and key users and the explain business process had a difference of only .5% in their representation, i.e. define users roles, Key users at exactly 5%, while the explain business process was 4.5% of the time. Meanwhile, discussion of client’s objectives was 4.3%, and both requirement validation and acquire knowledge inducted codes were used 3.8%. There was a difference of .2% between discover user past experience (3.2%) and the facilitator inducted code (3%), and then another 2% difference again to identify possible improvements (2.8%). After this, there were further small gaps between these occurrences and the representation of the explanation tools inducted code (2.5%), and the use of body
language (2.3%). The build a relation was 2.2%, while the future requirements strategy came second to last at 1.5%.

As supported by the results from the table, build a relation, body language, and in-depth discussion were inducted at approximately the same level by both Org1 and Org2. Org2’s least commonly inducted code was understand database structure; however, Org1 had a higher inducted codes than did Org2 for all three of the following codes: explanation of tools, requirement validation, and understand database structure. Org2 inducted identify possible improvements slightly more than did Org1, and discussion of client’s issues reached its peak for Org2, leaving the second highest percentile inducted for the same code in Org1. While acquire knowledge and open questions codes were inducted at about the same level by both companies, Org2 inducted clarify information, define users roles, Key users, and get confirmation of process more than did Org1, which inducted explain business process strategy more often than Org2. While Org2 inducted exchange documents codes more often than Org1 did, future requirements code was less commonly inducted. Both companies applied the discussion of client’s objectives code at nearly the same level. While Org2 inducted requirement reviews at a significantly higher level than did Org1, both the discover user past experience and facilitator codes were inducted more by Org1 than by Org2.

**During Implementation inducted codes**

<table>
<thead>
<tr>
<th>In-depth understanding</th>
<th>ID</th>
<th>codes</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-D23</td>
<td>Meeting arrangement</td>
<td>Arranging the meetings</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Confirming the meetings</td>
<td></td>
</tr>
<tr>
<td>In-D24</td>
<td>Validation and clarification</td>
<td>Validating and confirming the information</td>
<td></td>
</tr>
<tr>
<td></td>
<td>questions</td>
<td>previous gained</td>
<td></td>
</tr>
<tr>
<td>In-D25</td>
<td>Document exchange</td>
<td>Exchanging the documents</td>
<td></td>
</tr>
<tr>
<td>In-D26</td>
<td>Confirmation</td>
<td>Meeting confirmation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Progress confirmation</td>
<td></td>
</tr>
<tr>
<td>In-D27</td>
<td>Official document exchange</td>
<td>Presenting the official documents for signature</td>
<td></td>
</tr>
<tr>
<td>In-D28</td>
<td>Closed questions</td>
<td>Yes/no questions</td>
<td></td>
</tr>
<tr>
<td>In-D29</td>
<td>Building relation</td>
<td>Building relationship with the client</td>
<td></td>
</tr>
</tbody>
</table>

**During Implementation inducted codes**

<table>
<thead>
<tr>
<th>ID</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-D23</td>
<td>The analysts emailed the clients with information related to meeting arrangement. This included confirming the suitable data, time, and place for the meeting.</td>
</tr>
<tr>
<td>In-D24</td>
<td>After the analysts gained some information about the clients business process, they</td>
</tr>
</tbody>
</table>
sometimes nevertheless had unclear information regarding the clients’ business, for example, information relating to the organisation structure, the number of employees across different departments, the numbers of users for the developed software, the restricted access necessary for some of the users, and so on. This information was clarified by simple questions asked in an Email.

In-D25 The analysts provided the client with information related to the meeting agenda, and meeting minutes.

In-D26 After arranging demonstration presentation meetings with the client, the analysts confirmed the suitability of the meeting with the client’s schedule, reminding them of the meeting’s date, time, and place. The Emails confirmed further stages of the software development, in order to help the client to be able to follow the process. The Emails confirmed information related to the software development progress in order to fit in with the clients’ deadlines.

In-D27 The analysts sent the product offer and product order for the clients to study and sign if agreed with. The initial requirements were also sent to the clients to study and sign if approved of.

In-D28 The analysts emailed closed yes/no questions to the clients in order to gain more information related to the software development.

In-D29 Emails sent by the analysts contained icons to represent smiles (e.g. 😊) which brought the Emails to a friendly level, helping to build better relations with the client.

<table>
<thead>
<tr>
<th>During Implementation inducted codes</th>
<th>ID</th>
<th>Org1</th>
<th>ID</th>
<th>Org2</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-depth understanding</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-D29</td>
<td>4.20%</td>
<td>In-D26</td>
<td>7.80%</td>
<td></td>
</tr>
<tr>
<td>In-D26</td>
<td>11.70%</td>
<td>In-D29</td>
<td>7.80%</td>
<td></td>
</tr>
<tr>
<td>In-D25</td>
<td>14.00%</td>
<td>In-D28</td>
<td>9.80%</td>
<td></td>
</tr>
<tr>
<td>In-D28</td>
<td>14.50%</td>
<td>In-D24</td>
<td>16.70%</td>
<td></td>
</tr>
<tr>
<td>In-D27</td>
<td>15.90%</td>
<td>In-D23</td>
<td>18.60%</td>
<td></td>
</tr>
<tr>
<td>In-D23</td>
<td>18.20%</td>
<td>In-D27</td>
<td>18.60%</td>
<td></td>
</tr>
<tr>
<td>In-D24</td>
<td>21.50%</td>
<td>In-D25</td>
<td>20.60%</td>
<td></td>
</tr>
</tbody>
</table>

According to the results from the table above, during implementation, Organisation 1 inducted validation and clarification questions 21.5% of the time. Organisation 1’s second most inducted code was meeting arrangement (18.2%), followed by official document exchange (15.9%). With Organisation 1, closed questions and document exchange codes had a gap of .5% between each other: closed questions code was inducted 14.5% and document exchange was inducted 14%. The second to last code was confirmation (11.7%). There was then a large percentile gap to the least inducted code—building relation, the inducted for which was only 4.2%.

The inducted of the same codes in Organisation 2 ranged from 20.6% for document exchange to 7.8% for both confirmation and building relation codes. Meeting arrangement and official document exchange were inducted 18.6% each, followed by validation and clarification questions (16.7%). The second-least used code was closed questions (9.8%).

As the figure below represents, both companies inducted meeting arrangement at about the same level. Clearly Organisation 2 paid relatively inducted less such codes as validation and clarification questions, confirmation, and closed questions. On the other hand, such codes as document exchange, official document exchange, and building relation were inducted at a higher level by Organisation 2 than by Organisation 1.
It is a long process. Listen, first, we have our marketing team who call a lot of companies to find out if they are interested in any type of software that we provide..... We keep updating our database about potential clients. We got this information from newspapers, searches on the internet, different ministry websites such as ‘education’, ‘manufactory’ and so on... The important thing for us is to find out if they are looking for a software product to use. This of course depends on their kind of business... so we try to advertise our software product to them... most of the time they ask to send information about our software product so we tell the sales team to visit them.... Before such a visit happens we try to get as much information as possible about the potential clients, such as their business type. Formal Interview (07/01/2012)

Client Name: A
Address: AAA
Demonstration Request: Yes
Time and Date:
Request From: G
Client importance: high
Place:
Client Description: Client A. is a primary and high school that includes 60 employees and 3000 students. A. has about 21 users of the packaged software “School Management System (SMS)”. Client A. has 5 departments that use SMS: Students’ information, School clinic, School Library, School enrolment, and Financial department.
Client A. used a SMS at their school. However, Client A. is interested in replacing their SMS. The reason for this is that the current SMS does not support the central database. In other words, the five departments are not connected with each other through the SMS so they normally send their transactions relating to student profiles manually via paper documentation.

During Implementation inducted codes

<table>
<thead>
<tr>
<th>Pre-implementation</th>
<th>ID</th>
<th>codes</th>
<th>Paraphrased from interpretive data</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-D11</td>
<td>looking for potential clients</td>
<td>marketing and sales looking for potential clients on a daily basis</td>
<td></td>
</tr>
<tr>
<td>I-D12</td>
<td>record status of potential</td>
<td>marketing and sales keep on following up</td>
<td></td>
</tr>
<tr>
<td>clients</td>
<td>with potential clients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D13 Record potential clients information</td>
<td>Marketing created an internal database resource that provides information about clients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D14 Arrange a meeting for sales team</td>
<td>Marketing team usually begin the interaction with potential clients through phone calls and emails in order to arrange a meeting between them and the software sales team.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D15 Receive requests for software demonstrations</td>
<td>Analysts received a software demonstration request via their sales and marketing teams.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D16 Uses technical language</td>
<td>Sales and marketing teams provide a technical issues description about potential clients’ organization</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D17 response to a software demonstration</td>
<td>Analysts asked the clients about specific features needed in the software Analysts discussed possibilities of improving, adding, or modifying some functions for the client’s satisfaction.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D18 Discussion of client’s issues</td>
<td>Analysts identified client’s issues within their business process Analysts tackled the issues by changing the software.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D19 supports the client’s business</td>
<td>Analysts explain the software in term of client business in order to convince the client to buy the software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D20 present the key functions</td>
<td>To show the software benefits to the client’s business by stress what is important for them.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D21 presenting a possible solution</td>
<td>Analysts try to present a possible solution to the clients by use the demonstration request</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D22 initially perceived</td>
<td>Analysts demonstrate some features, the client may decide on some new requirements, thinking those requirements very attractive when they did not initially consider them to be requirements. Analysts will perceive even these new requirements as part of the initial requirements.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D23 real case scenario</td>
<td>To simulate and cover various aspects of a real situation within the client’s work environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I-D24 time limit</td>
<td>Constraints on the time allowed for software demonstrations made analysts concentrate on very specific client issues during demonstrations.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix C: Define the events and situation of PSIRE

The first one and half months, during which I was trying to understand what process analysts apply, helped me build a trust relation with the participants. I have socially interacted with participants during coffee breaks or lunch time, later I have played several soccer games with them and attended two wedding parties of the participants.

In undertaking field observation, I have started to observe the events that happened in both organizations in terms of PSI and I have recorded these events by taking notes as following:

- **Site: org1**
  - Data collector: Issam
  - Date: 8-2-2012
  - Start: 1 PM.
  - When I arrived, a group of people came to the company and they have been asked nicely to have a seat in the meeting room. After that one of team leaders who was an analyst went inside and they stayed there for 2 hours. This kind of thing had been happening many times and made me interested in terms of if it is related to requirement determination.

- **Site: org2**
  - Data collector: Issam
  - Date: 7-2-2012
  - Start: 9 AM.
  - When I was at my desk, I went first to the analysts’ project room where several analysts were sitting. I have asked about one of them and the answer was that he was outside because he had a demonstration presentation. This kind of thing had been happening many times and made me interested in terms of if it is related to requirement determination.

At this point, I have started to investigate about the demonstration presentation meetings and if it is related to requirement determination. I have discussed this with the participants.

   I: Hey mate, How is going?
   Participant: I am good and you?
   I: I am good too. Listen, I would like to ask you about those people who are coming here for demonstration presentation in the meeting room.
   Participant: There are the clients
   I: Really? That’s impressive. How do you bring them here?
   Participant: It is a long process. Listen, first, we have the marking team who is calling a lot of companies to find out if they are interested in any type of software that we provide.

Consequently, I have found that marking team always begin the interaction with potential clients through phone calls and emails in order to arrange a meeting for the product sales team. The discussion of demonstration presentation has been continuing when the meeting is appointed.

   I: Woow that is cool, and what if they are interested?
   Participant: Then sales team visit them and try to get more information about what they are interested in and they invite the client to attend a demonstration presentation.

The sales team then met with the client in order to explain more details of the software products that their company could provide. At these meetings, sales team collected initial information about the potential client’s company structure. After this, the sales team arranged a demonstration presentation about the products; this demonstration was carried out by the analysts. The sales team then completed meeting minutes and a customer analysis form that were used by analysts to prepare for their demonstration of
potential products. The discussion of demonstration presentation situation has been continuing.

I: Who is doing the demonstration presentation?
Participant: The analysts team leaders.

Analysts then carried out the demonstration presentation about the potential products. At this point, the demonstration presentation situation was an interesting event for me since it had been applied many times by both organizations and analysts were responsible to carry it out.

In order to understanding the purpose behind the demonstration presentation, I have requested to attend some sessions of demonstration presentation to get more information. These sessions had been noted and tape recorded (wherever possible). I have started observing the events occurring during demonstration presentation situation. In addition, I had asked analysts’ team leaders for interviews since they were responsible to carry out the demonstration presentation.

I have asked myself about what happened after demonstration presentations? To answer that question, I had asked more questions and took more notes to figure that out. I found out that analysts created a report about the client’s initial needs. This report was later presented to the analysts’ head management in order to price the product. The report showed initial needs of the client, the analysts’ expectations of the development time-frame involved, and comments relating to possible ways to improve the potential products in order to fit with the client’s initial needs. It was clear that the process structure had been applied by both originations analysts team.

They are never convinced about the product until they see what product functions are and the outcome, such as report and invoice - Participant - Formal interview
You know what? Everything is about business. I pay and you have to convince me about your product so we make a live demo to users to show how good we are - Participant - Informal Interview
At the demonstration presentation, we collect initial requests from the client and then we write a report to the manager in order to price the product - Participant - Informal Interview
Demonstration presentation helps us know the clients’ initial needs - Participant - Informal Interview
We have to know what client issues are to provide a good solution because sometimes client doesn’t know what the right solution is so we make a demo to know that first - Participant - Informal Interview

In case the client accepts a product offer that has been provided by the head management of the company, the in-depth gathering of information about the client’s needs follows.

Site: org1
Data collector: Issam
Date: 12-2-2012
Start: 9 AM.
When I was at my desk, analysts were preparing to go and meet with the client. The meeting was held at the client venue. I have found that there was a schedule for meetings that analysts went to.

This was an interesting that analysts were meeting with the client to collect more information about his/her needs.

Observation note: “Analysts team prepare for meeting with users to collect more requirement description”
“After product offer is accepted by the client, we use the information in initial report to start collect more detail about client needs” USER2- Formal Interview (23/03/2012)
“At demonstration presentation we got high level of client’s needs but still we have to get more detail about these initial needs” USER1 - Formal Interview (23/03/2012)
“Well, we know what client’s issues are from the demo meeting so we use these issues list to get more explanation from client. Anyway, it is all about solving client’s issues and this needs more discussion and understanding to his business process” USER5 - Formal Interview (23/03/2012)
I have drawn the organization business process flow chart in order to identify when requirement determination occurs. I have met each team involved in this process. The figure below shows the organization business process from the participants’ perspective. I have highlighted when analysts and users were involved and requirement determination occurred.
### List of analysts’ Practices in context of PSI

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Implementation</td>
<td>Demonstration presentation</td>
<td>Explaining product functionality, Initial explanation, Uses the sales team report, Live scenario, Link the product functions to business process, Discuss the business process</td>
</tr>
<tr>
<td></td>
<td>Create Offer</td>
<td>Software Offer Elements</td>
</tr>
<tr>
<td></td>
<td>Search for Potential Clients</td>
<td>Through phone calls and emails in order to arrange a meeting for the product sales team, Explain more details of the software products that their company could provide</td>
</tr>
<tr>
<td></td>
<td>Software Demonstration Request form</td>
<td>Prepare for their demonstration of potential products</td>
</tr>
<tr>
<td></td>
<td>Response to Software Demonstration Request</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discussion of Packaged Software Offer with Client</td>
<td></td>
</tr>
<tr>
<td>During-Implementation</td>
<td>Installation</td>
<td>Technical needs assessments, Installing the copy of the software</td>
</tr>
<tr>
<td></td>
<td>Software Demonstration, identify mismatch</td>
<td>Respond to the discovery of a mismatch, Explaining product functionality, Identify the mismatch between software functions and users’ needs</td>
</tr>
</tbody>
</table>
Appendix D: Day by day analysis

### Feb 1, 2012 - Organization 1 - Pre – Implementation/Software demonstration

#### Diary Observation (translation, notes)

- Creating a live scenario for the software demonstration
- The client had some issues with their existing software, as noted in the sales team report, such as their inability to follow the order, missing orders, and difficulties with the inventory of items.
- Analysts explained what the software could do in order to solve the client’s issues.
- Analysts linked the product functions to business process by explaining some of the business process cases to show how product functions cover the client’s business.

#### Meeting Notes

<table>
<thead>
<tr>
<th>Events</th>
<th>Pre - Implementation/Software demonstration</th>
<th>Actors</th>
<th>User2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dairy Observation (translation, notes)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pre - Implementation</strong></td>
<td><strong>Organization 1</strong></td>
<td><strong>Inventory and purchases</strong></td>
<td></td>
</tr>
<tr>
<td>Analyser Clarifies client issues at the start of the meeting.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst uses the sales team report to ask about the client issues.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst explains that the software will help to solve his issues.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst presents the software main parts.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst starts by the setting functions for the software to be running.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst goes through a software functions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst explains the software functions such as add new item, items level of categorization.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst discusses the inventory business process</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analyst uses a real case to explain the software functions such as add item and make item order through the software.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Descriptive analysis

I attended a software demonstration meeting during which the analysts aimed to show their product to potential clients and to convince them that the software product they had to offer would satisfy the client’s needs. “We represent our software to a client by developing a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment. It really helps us to explain our software functions and connect these functions to a real case [team leader]”. The clients run a goods inventory and they currently have some software that they use in the company. However, their current software is not adequate for their needs and it currently has some issues. This causes problems like the staff of the inventory having problems following an order, missing orders, and difficulties relating to the inventory of items. All of these issues had been made known to the analysts through the sales team report. The analysts went into the meeting with the purpose of telling the clients about their own inventory software which they think will solve the client’s issues. The analysts did a few different things during this meeting. At the start of the meeting, first they clarified the client’s issues. They kept referring back to the sales team report in order to ask about the client’s issues. They then began explaining what their software could do to solve those issues faced by the client. They gave an initial description of their software product’s functionality. It seemed that they did this in order to give the clients some kind of vision about the product’s functions, and in order to increase the client’s participation in the discussion. But the main thing that the analysts did to try to convince the client that their product was the right answer for them was to incorporate a live scenario to use during the software presentation. So they didn’t just describe the product and its functions but actually demonstrated it live for the client, giving it a kind of test case and showing that it could do the work the client needed. This meant the analysts actually went into the client’s inventory and began processing items orders using the software they had made. Actually, this live scenario seemed to have two different purposes: one was to try to convince the client to buy the product, but the other was also to use the live scenario to help analysts collect more information about client needs. For example, while using the software in a live scenario, they could show the clients the software while it was actually running, but they could also gain a better immediate understanding of the problems the client was having – and then become better informed about how to identify possible solutions. The analysts first set up the software functions that needed to be running, then described the various software functions, and then demonstrated the software functions as they worked. This included showing the client features such as ‘add item’ and showing them levels of categorization available. They then used a real case scenario of trying to place a items order so they could show how the software would let the client ‘add item’ and make an
item order. For example, they showed the client the interface for making items orders, and they showed the client what would happen. The client actually wanted to have a choice where particular items orders were sent to and therefore needed to have reports in the system. During the live scenario the analysts showed that the software had this capability. The whole time that the analysts demonstrated the software they kept on linking the product’s functions to the client’s business process by connecting some of the client’s concerns about business process (i.e. things that the client said had gone wrong before and various things that they wanted the software to do) to what the software could do. They also discussed the client’s inventory business process with the client. The end result was that they managed to show the client that the product functions could cover the client’s business. There were people present on the analysts’ team and. The people sent by the client were the manager of the inventory. During the whole time, the client seemed pretty happy or impressed by the software and at the end of the demonstration the analysts suggested that they thought the client would probably buy it. The tone of the meeting was very business-like and the analysts made sure to be really clear and efficient.

<table>
<thead>
<tr>
<th>Immediate interpretations of events</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Situation (where)</strong></td>
</tr>
<tr>
<td>Pre-Implementation</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Uses the sales team report</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>live scenario</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Link the product functions to business process</td>
</tr>
<tr>
<td>Discuss the business process</td>
</tr>
</tbody>
</table>
I attended another software demonstration meeting during which an analyst showed their software product to potential clients and tried to convince them that the product they had to offer would satisfy the client’s needs. The software being presented this time was a kind of accounting software. As the analyst presented the product, he tried to provide an initial explanation about the product and to explain the product’s functionality. The way that the analyst preceded was to first welcome the clients, then to introduce himself. He then mentioned the name of the product that was about to be discussed. Then he started explaining the product’s functionality and explaining the functions that the product supported. He started with explaining the technical aspects of the product, such as the database or what it can do to support/ manage databases, the number or users it could support, and the product platform. As in the previous demonstration presentation, the point of the presentation was to try to give the client some vision of how the software product functioned and how it could work for them. The analyst also tried to encourage the client’s participation in the discussion. Through asking questions and open discussion about accounting business process and functions for example, he asked the client questions if the product’s functions matched what they wanted/ ask if they wanted more functions; ask about the client’s business, What kinds of screens or interface did they show them, and the analyst refer back to the sales team report. The client’s business is about second hand car parts. The client’s issue was in tracking cheques payment and how could the software manage the payment through the cheques. Client asked if the software provides a reports about due cheques, if the software supports cheques return. I noticed that during the meeting, the atmosphere was pretty friendly/relaxed. The client did not ask a lot of questions but seemed happy to sit quietly and let the analyst show them the product. The client seemed to be quite happy with what the product did and it appeared likely that they would purchase the product and the client seemed to express some doubts about the product. After the demonstration, the analyst told me that he thought the demonstration had gone well.

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-Implementation</strong></td>
<td><strong>Demonstration presentation</strong></td>
<td><strong>Explaining product functionality</strong></td>
<td>• To give an initial explanation about the product.</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Explaining the functions that the product supported</strong></td>
<td>• To convince them that the product they had to offer would satisfy the client’s needs</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Presented the product</strong></td>
<td>• To explain the product’s functionality</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Explaining the technical aspects</strong></td>
<td>• To try to give the client some vision of how the software product functioned and how it could work for them.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meetings Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Analyst welcomed the clients and introduced himself.</td>
</tr>
<tr>
<td>• Analyst presented the product name that would be discussed at that session.</td>
</tr>
<tr>
<td>• Analyst started with technical elements of the product, such as database, number of users, the product platform etc.</td>
</tr>
<tr>
<td>• Analyst explained the functions that product supported.</td>
</tr>
</tbody>
</table>
Asking questions and open discussion about accounting business process

- To encourage the client’s participation in the discussion

Usage of sales team report

- To Clarify client issues
- Explained what the software could do in order to solve the client’s issues.
Feb 8, 2012 - Organization 2 - Pre – Implementation/ Software demonstration

**Diary Observation (translation, notes)**

- Trying to understand the client’s issues and challenges helped the analysts discover the correct expectations for the software.
- Evaluation of users’ needs; in which consists estimate cost and time of customization effort for users’ needs.
- The analysts were of the view that the reason for discovering client’s expectations is to understand the product scope. The reason is that to figure out client’s expectations at the beginning helps the analysts understand what the client really wants, which, in its turn, helps them discuss an issue or a request with the client and then do the work.
- Discovering client’s expectations helped them define the project scope through discovering client’s problems, needs, and deliverables. Define the project’s scope is one of the key factors in requirement determination.
- The analysts set up the priorities to the defined scope of the product, make decisions on what has to be complete and what should be left behind.
- Some questions were related to the product functionalities that were mentioned in the presentation but in more depth mentioning some problems that the users seemed to have at the moment.

**Meeting Notes**

- Analysts’ discussion of the client’s issues,
- Identify the challenges and issues that the client was facing at that moment with their business or software which was in use at that point of time.
- Analysts tried to assure that the potential product met the requirements for the client’s business by discussing the client’s issues
- Identifying the client’s requirements.
- Analysts have explained employees bonuses mechanize that software provides and support but it was not suitable for users’ bonuses mechanize process.
- The users’ bonuses mechanize was not much with the software function,
- The provision of uniforms was not much
- Output format issues

**Descriptive analysis**

I attended a software demonstration that was held at the client’s site. The discussion during this software demonstration was quite complex because the client had a lot of requirements and asked for changes to be made to the software that Organization 2 was offering. The analysts had to explain that their software already delivered some of those requirements without any changes needing to be made. The software that was demonstrated was a form of HR software and needed to deal with various payments and reimbursements made to employees of the client.

Before we went to the software demonstration, the analysts told me that the purpose of their software demonstration was to clarify the expectations that the client had already mentioned they wanted from the software and better discover what the client really wanted. Therefore the meeting and demonstration would be used to understand the project scope. The analysts wanted to know this early on as it would help them to know what the client really wants. They thought that clarifying the whole project scope first would help them discuss specific issues with the client and then be more certain when doing the work. They felt that defining the project’s scope would depend on their finding out about the client’s problems, needs, and deliverables. They thought that defining the project scope was one of the key factors, and explained that once expectations were confirmed or clarified they could better discuss such requests with the client. They could also discuss any other issues relating to the software product and then discuss how the software company would go about doing any further work on the product.

During the demonstration the analysts did a number of different things. They began by discussing the issues that the client was already having in relation to the HR software that they were currently using. Problems were arising in relation to that software. The analysts asked various questions to make sure that they properly understood those issues and that they understood what challenges might arise and they tried to create the right software for the client. By having such a discussion they were able to discover the right requirements of
the software and could also have a more solid base for assuring the client that their software would be able to deliver what the client’s business needed.

The client has a number of serious problems with their current HR software and idiosyncratic needs of software due to the some of the specific practices within their business. Because of these specific needs, the analysts demonstrated the product, during the demonstration the client actually asked for some further functions to be added. One issue that the client had was the need to have software set up in a specific way to deal with how their company’s bonus mechanism worked. Although the analysts had already explained how the bonus mechanism provided by their software worked, it was found that it did not in fact match up with how bonus mechanisms worked within the client’s company. Therefore, the client asked that this could be changed. There was also a mismatch when it came to the mechanism that related to the client company’s provision of staff uniforms and reimbursement for the cost of uniforms that staff members had originally had to cover “80 JD is taken from the first month of an employees’ salary; return the 80 JD after 3 months if the employee is still active or minimum working days is 70”. The analysts explained that making the bonus mechanism work the way that the client preferred would require customization, which would involve cost and time. They told the client that they would get back to them with a report that would show the estimated cost and time or making such a change.

The comments and questions that the client directed toward the analysts were sometimes related to the product functionalities that the analysts were presenting, but more often were related to the problems that the client was actually facing at the moment – and this led to quite a lot of in-depth discussion of those problems.

So, as the meeting developed, the purpose of the demonstration became not only to demonstrate the product and try to sell it, but to start estimating the time that would be required to engage in such customizations as the client wanted, and to estimate the cost of such a customization effort. After the demonstration the analysts put together a report explaining what such extra costs would be.

I could see that part of the job of the analysts during this meeting was to start helping the client deciding on priorities for the product, and that the analysts had to start making decisions about what customizations should be completed and what customization requests should be left behind. It seemed that these decisions were mostly controlled by the client’s wants, but customizations would still only occur if the client was ready to agree to the time and costs that would be involved.

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Implementation</td>
<td>Demonstration presentation</td>
<td>Discussing the client’s issues</td>
<td>To clarify the expectations that the client had already mentioned they wanted from the software and better discover what the client really wanted</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clarifying the whole project scope</td>
<td>To understand what the client really wants which helps them discuss an issue or request with the client and then do the work.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ask various questions about client’s business process</td>
<td>To make sure that they properly understood those issues and that they understood what challenges might arise and they tried to create the right software for the client.</td>
</tr>
<tr>
<td>Immediate interpretations of events</td>
<td></td>
<td></td>
<td>To discover the right requirements of the software and could also have a more solid base for assuring the client that their software would be able to deliver what the client’s business needed</td>
</tr>
<tr>
<td>Actual misalignment</td>
<td>• Making the bonus mechanism work the way that the client preferred would require customization, which would involve cost and time.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------------------------------------------------------------------------------------</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Evaluation of users’ needs | • To consists estimate cost and time of customization effort for users’ needs.  
• provide a report that explain the extra cost of these users’ needs |
Feb 9, 2012/ Organization 2 - Software Offer

Diary Observation (translation, notes)

Meeting Notes

Descriptive analysis

Today I learned about how the software analysts actually go about deciding how to create a software offer. I was present at the meeting at which they discussed creating an offer, and they explained to me what some of the most important factors to consider were. The reasons for meeting to discuss what elements should go into the software offer were that the analysts needed to define the software scope offer; the analysts needed to create and provide to the client clear guidelines regarding which pre-conditions had to be met for a packaged software implementation to go ahead; and the analysts needed to be able to work towards accurately estimating the time and cost required for the software implementation.

“It was a big issue, and it had required a lot of effort and time to work with that undefined scope to understand business practices and business requirements. Therefore, our strategy now is to define the scope of the software early on so that we will be prepared for the next step in the case that clients accept the software offer” [User5]. “If the client already has software and he/she needs to replace it, there will definitely be some functions that our current software does not provide, so we need to know what these functions are and then assess whether we can provide them, otherwise the client will not buy our software since we could not provide solutions for his/her issues” [User6].

I discovered that the different elements that went into the software offer included the following:

- Identifying the initial requirements for the software. These could also be considered as ‘core requirements’. In practice, these requirements include high level modification requirements and the addition of new features. In this particular case, the new features to be added related to transaction functions in the packaged software. The HR software being created in this instance needed to feature transaction functions that could deal with an employees’ bonus mechanism and with reimbursement for uniform costs.
- Software output forms which allow the client to make a number of modifications to packaged software, such as changing a report format output.
- Technical dimensions: these technical dimensions could relate to features of the client’s infrastructure, such as their server and their software program.

Immediate interpretations of events

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
</table>
| Pre-Implementation| Create Offer  | Usage of Software Offer Elements | • To define the software scope offer  
• To give clear guidelines regarding which pre-conditions have to be fulfilled for a packaged software implementation to go ahead.  
• To work towards its main goals of accurately estimating the cost and time required for packaged software implementation  
• To know what these functions are and then assess whether we can provide them |
Today I accompanied the analysts on a trip to the client’s company site. The analysts engaged in a software demonstration of the HR software they had developed for the client. The client had already accepted the software offer made by Organization 2, but now a more in-depth understanding of the users’ needs was required. I observed that there seemed to be various reasons behind the meeting/demonstration: some were to do with the software itself, some were to do with the client’s requirements, and some were to do with the client’s company environment. As the analysts showed the client the software and discussed the client’s needs from the software, it was apparent that the analysts were trying to validate the client’s needs (i.e. confirm those needs/requirements they had already collected), to get a better understanding of the client’s business process, and to identify any mismatches between the client’s needs and the software. These actions helped the analysts know more about the client’s requirements. While showing the client the software, the analysts also engaged in explaining different elements of the software. They explained its various functionalities and clarified various textual and graphical materials. The analysts tried to demonstrate the software in a way that showed how it could support the client’s business. They also trained some users at the client’s organization on using some of the software functions. The analysts showed the client printouts of various software functions, in order to gather further client needs or gain more detail about the client needs they already knew about. They were therefore using a copy of the packaged software in order to explain the software functionalities, and in order to carry out requirements validation.

The analysts also tried to make graphical representations of the users’ requirements and of the users’ (client’s) environment. Graphical representations (i.e. sheet of paper) were made of the relationships between the organization’s different departments. It appeared that this was done in order to get an understanding of how the software would have to help these departments interact or how it would need to serve all the departments. It looked like the analysts were trying to get an understanding of and then properly describe the users’ environment. By showing the client all of these software functions and drawing diagrams of the client’s user environment the analysts were able to get more information about the necessary software scope, the client’s business process, and any mismatches remaining between the software and the client’s business practice.
The main actions taken by the analysts during the software demonstration/meeting included the following: in relation to customization requests, showing/confirming that there were no output and input change needs, discussing the client’s business process in relation to how they provided staff uniforms and reimbursed staff for the uniforms’ purchase or return, and a discussion of the possibility of changing the transaction formula related to their provision of uniforms, and using a printed screenshot of the software to validate the client’s needs; explaining the report list provided by the software; training users on other functions of the HR software; and creating a graphical representation of the client’s organization structure and relationships between their departments. The analysts ended up signing off on the ‘change request’ that the clients had made regarding the formula related to uniforms. To me, it looked like there were two main benefits to having such a ‘change request’ form and needing to have it signed: it would be useful to have an official documented request to refer back to later, for information or for confirmation that an agreement was reached, and this request form helped to manage the whole implementation process.

The analysts did turn down one customization change request, though. The Accounting Manager of the client organization then asked the analysts to add some attributes to the employee’s salary reports. The analysts answered this by saying that the attributes that were being requested already existed within the software. At the end of the meeting, the analysts signed off the users’ meeting summary. had a list of topics to discuss during the meeting, or a list of needs they wanted met, and when the analysts signed off, it meant they were saying they’d spoken about all those topics or agreed with all those requests.

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td>During- Implementation</td>
<td>Software demonstration, identify users’ needs, validation of users’ needs</td>
<td>In-depth understanding of the users’ needs Engaged in explaining different elements of the software</td>
<td>• To validate the client’s needs (i.e. confirm those needs/requirements they had already collected), • To get a better understanding of the client’s business process • To identify any mismatches between the client’s needs and the software • To demonstrate the software in a way that showed how it could support the client’s business</td>
</tr>
<tr>
<td>Identify clients issues with the software</td>
<td></td>
<td></td>
<td>• To validate the client’s needs • To understand the clients’ business process • To identify the mismatch between client needs and software</td>
</tr>
<tr>
<td>Sign off change request</td>
<td></td>
<td></td>
<td>• To manage the process • To have an official record of the change request</td>
</tr>
<tr>
<td>Explanation tools</td>
<td></td>
<td></td>
<td>• To help the analysts explain the functionality of the software and its process. • To clarify the textual and graphical materials • To help enclose and describe the users’ environment, which assists in clarifying and specifying requirements understanding.</td>
</tr>
<tr>
<td>Demonstrate &amp;</td>
<td></td>
<td></td>
<td>• To train users about the</td>
</tr>
</tbody>
</table>
train users | software functions.  
- To demonstrate how the software supports the users' business
March 7, 2012 - Organization 2 - Pre – Implementation/ Software demonstration

<table>
<thead>
<tr>
<th>Events</th>
<th>Pre – Implementation/ Software demonstration</th>
<th>Actors</th>
<th>User5, User6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diary Observation (translation, notes)</td>
<td>- Preparing for the demonstration presentation by using the sales and marketing team’s report about the client’s organisation structure and the initial issues involved.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Creating a live scenario for the software demonstration</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The team of analysts then sought to represent these functionalities by using a live scenario that allowed them to link software functionalities to the business case.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The team leader of the analysts explained to me that creating a live scenario of a business case through software demonstrations was usually capable of delivering the possible solution that the client needs.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The questions that analysts asked the client were related to linking the product functionalities with the client’s specific business needs.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- In the case that a function was not fully supporting the client’s business, the analyst was making notes of it and agreeing to add the function or modify it at a later stage.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The analyst clarified and confirmed with the client his understanding of the example given by the client relating to which function/s needed modification.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Meeting Notes</th>
<th>Pre – Implementation</th>
<th>Organization 2</th>
<th>H2O</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- Analyst clarifies client issues at the start of the meeting.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Analyst uses the sales team report to ask about the client issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Analyst explains that the software will help to solve those issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Client’s issues are inability to follow the order, missing orders in the kitchen, and difficulties with the inventory of items.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Analyst presents the software main parts.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Analyst start by setting the functions for the software to run.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Software includes hardware functionalities, such as using a personal digital assistant (PDA) to take customer orders, and software functionalities.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Explained what the software could do in order to solve the client’s issues.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Listed a set of functions that the software provided, such as making it easy to take an order, making sure the kitchen receives the order, helping the cashier to receive the payment required, and creating a record of their being paid</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The client had two different types of menu: one for local customers and another for tourists.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- The client also had three types of service: takeaway, delivery, and internet service</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Descriptive analysis

Today I attended with the analysts software demonstration for H2O software “restaurant management system”, as the analysts had decided to demonstrate their software to the client by using a live case scenario. This means that they were going to show the client the software running in real-time, and in the location in which it would be used. From what the analysts said, there were a few reasons behind choosing to do a live case scenario: it was a good way of presenting the software and being able to explain the product functionality; it was also a good way of clarifying what the client really needed and gaining more information that would help them deliver a suitable product, since they would see the client’s work environment; since using a real case scenario simulates a real situation, it is effective in convincing a client that a product’s functions are suitable – i.e. the analysts would be able to show the software actually dealing with requests that the client would typically give it in real life. A live scenario can also help analysts to see if anything in the client’s environment or set-up hasn’t yet been taken into consideration or would make the software ineffective. The analysts’ Team Leader said to me: “We represent our software to a client by developing a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment. It really helps us to explain our software functions and connect these functions to a real case”. [Team Leader]. The Team Leader also told me that using these live scenarios was usually a successful strategy. When the analysts create a live scenario of a business case, they usually succeed in showing the client that the software they have can deliver a good solution for the client. The analysts had already prepared for the software demonstration by looking at the report that had been prepared by the marketing and sales team. This report gave them information about the client’s organisation structure and the initial issues that the client had reported. At this live scenario, the analysts showed the client some ‘H20’ software that was designed to provide the functions needed by the client’s restaurant. The client has a restaurant that has two different types of menu (one for local customers and one for tourists).
and three different types of service (takeaway, delivery, and internet), so they need software that can cope with these different menus and kinds of service. The client already has some software that they use, but they have a number of issues with the software. The issues that they had reported to the sales and marketing team and said again to the analysts at this demonstration were that they had an inability to follow various food orders, they were missing orders in the kitchen, and they had difficulties with maintaining an accurate inventory of items. At the beginning of the meeting, the analyst made sure he confirmed that these were the correct issues to deal with, and asked for clarification of the issues when needed. He used the marketing and sales team’s report to ask the client some questions about the issues they faced. The analyst then set the software going, making sure it was running on the right settings. He started presenting the main parts of the software and then explaining how the software would be able to solve the client’s current problems. I noted that the packaged solution that the analyst demonstrated actually didn’t only consist of software, but also included some hardware functionalities. For example, in addition to the software functionalities provided, there was also a personal digital assistant (PDA) that could be used to take customer orders. In addition to showing the client the PDA, the analyst listed a set of functions that the software could provide for the client: i.e. it could make it easy to take an order, make sure that the kitchen successfully received the order, help the customer ask for the correct payment required, and create a record of having been paid. A couple of times during the live software demonstration, sometimes the client pointed out that the software functionality didn’t support the client’s business. When this happened, the analyst took notes and agreed that he would either add the function now or modify it at a later stage. He also made sure to confirm with the client that he had a proper understanding of the example and problem that had been described that had been given by the client. For example, client wanted three different printers in different parts of the kitchen to be connected with PDA. In the case that functions would be modified, the analyst said that he would estimate the time and cost of any customisation effort and get back to the client about it. The only thing that really seemed to have a negative effect on using the live case scenario was the time constraint. The analysts only had a set period of time in which they could demonstrate the software to the client. In the case that functions would be modified, the analyst said that he would estimate the time and cost of any customisation effort and get back to the client. Since it is difficult to achieve all this within a short period of time (usually one or two hours; this time the analyst had 1 hour), the analyst made sure that during the live scenario he kept linking the software’s functionalities to the particular business case.

<table>
<thead>
<tr>
<th>Immediate interpretations of events</th>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Implementation</td>
<td>Demonstration presentation</td>
<td>Live case</td>
<td>• To convince the client about the product’s functions&lt;br&gt;• To develop a real case scenario that can simulate and cover various aspects of a real situation within the client’s work environment&lt;br&gt;• To represent the capabilities of the system that could be most effectively demonstrated with a live case&lt;br&gt;• To be capable of delivering the possible solution that the client needs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Explaining product functionality</td>
<td>Present the software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clarifying and confirming</td>
<td>Initial Needs</td>
<td>Evaluation of</td>
<td>• To get an understanding of the example given by the client&lt;br&gt;• To add the function or modify it at a later stage&lt;br&gt;• To estimate cost and time of customisation effort for users’ needs</td>
<td></td>
</tr>
</tbody>
</table>
| Preparation                        | To demonstrate the software functions.  
|                                  | • Time constraint                      |
| Marketing and sales team’s report | To provide the client’s organisation structure and the initial issues |
**Diary Observation (translation, notes)**

- There are constraints on the time allowed for software demonstrations.
- Analysts concentrate on very specific client issues during demonstrations.
- Analysts created strategies that related closely to the client’s business processes, and in which they tried to minimise coverage of unnecessary information in order to help the client feel comfortable.
- Of note is that the analysts focused on the business dimension more than on the software analysis dimension.
- This is understandable given that the software offer had not yet been accepted by the client.

**Meeting Notes**

Today I asked the Team Leader from the other organisation about the ways that time constraints impacted on the pre-implementation stage, but primarily on the software presentation. I was interested in this specifically since I just witnessed the H2O presentation yesterday. The Team Leader told me that because there are time constraints on software demonstrations, in their organisation they definitely do not try to provide a comprehensive explanation or demonstration of software during any software presentation. Instead, they create a demonstration in which they target discussing and dealing with very specific issues: generally the issues that the client had already raised to the marketing and sales team. So, rather than show the client everything about the software, the analysts concentrate on showing the parts of the software that would deal with any issues the client has already raised or provide the functionalities that the client wants. I was told by the Team Leader that the analysts follow demonstration strategies that relate closely to the client’s business processes. Meanwhile, they try to minimise mentioning information about the software that isn’t necessary at this stage, that wouldn’t help them sell the software, or that would just overwhelm the client. They minimise the information presented by focusing more on the business dimension of what the software can do for the client in practical terms, rather than on actually speaking about the different aspects of the software. They feel that this is the best strategy for getting the client to accept a software offer and for making the client feel comfortable. From what the Team Leader said, a lot of the time the time constraint on software demonstrations is actually self-imposed by the software company. They keep the demonstrations short on purpose so as not to overwhelm or bore the client: “The flexibility that we want to have during software demonstration is constrained by a time limit since we only have an hour and a half to present our software … so we have to do our best to explain our software functions to the client … Our strategy is not to make the client stay for a long time in the software demonstration … we do not want to make the client feel tired and we do not want to spend a lot of time explaining software that really needs months to explain; rather, we focus on the main issue and provide a live scenario through which the software can demonstrate a possible solution”. [Team Leader]. So it looks like Organisation 1 likes the idea of using live scenarios, for similar reasons to Organisation 2.

**Immediate interpretations of events**

<table>
<thead>
<tr>
<th>Situation (where)</th>
<th>Process (when)</th>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Implementation</td>
<td>Software demonstration</td>
<td>Dealing with time constraint</td>
<td>• Do not try to provide a comprehensive explanation or demonstration of software during any software presentation.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Demonstration strategies that relate closely to the client’s business processes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To minimise mentioning information about the software that isn’t necessary at this stage, that wouldn’t help them sell the software, or that would just overwhelm the client.</td>
</tr>
</tbody>
</table>
### Usage of sales and marketing team report

- To concentrate on showing the parts of the software that would deal with any issues the client has already raised or provide the functionalities that the client wants.

### Focusing on business aspect

- Focusing more on the business dimension of what the software can do for the client in practical terms, rather than actually speaking about the different aspects of the software.
- It is a strategy for getting the client to accept a software offer and for making the client feel comfortable.
The client had accepted the software offer.

Several issues were discovered by installing the copy of the software. For example, issues were found that related to server compatibility, such as speed, space, and RAM size.

Other issues were found on the client-server side, such as the client-server computer having some missing components that were related to running Dell files.

The analysts start to identify potential misalignments via the use of a copy of the packaged software.

The analysts spoke about the use of this installation of the copy as a way to educate users about the software’s functionalities, to help users create a vision about the software functions, and to increase users’ participation in discussions.

Today I accompanied analysts from Organisation 2 when they installed a copy of their software at the client’s site. The client has already accepted the software offer and the analysts now want to collect more information about the client’s needs and the client’s current infrastructure by installing a copy of the packaged software. The copy that was installed is a full copy of the software (not just a simpler ‘test’ copy) but might require some customisation due to issues that the analysts discovered today. From speaking to the Team Leader of the analysts about the purpose of installing the packaged software today, I learned that the analysts frequently install copies of the software in this way in order to discover any issues that relate to the client’s/users’ infrastructure, in order to get more information about the users’ business process and requirements and the features that the client wants, and in order to better identify misalignments. This can tell them a lot about the client organisation and about what is required of the software. Installing the software in this way also gives the analysts a chance to educate the client and their users about the software product’s functionalities. When I discussed this with a few different analysts, the analysts told me that installing the copy was a way to educate users about the software’s functionalities, to help users create a vision of the software and how it could function for them, and to increase the users’ participation in discussions. The Team Leader also mentioned that this kind of installation was useful because it was more effective than just trying to ask an organisation’s IT people about their organisation’s infrastructure: “We cannot ask users about their infrastructure because most of the users are not IT people and even IT people don’t know some of the infrastructure requirements for software to be run … We try to discover any issues with the users’ infrastructure, but we do that by installing a copy of our software … that’s the only way to get to know the issues with the users’ infrastructure”. [Team Leader]. The main things that happened during the meeting today were that the analysts installed the software at client-server computers, and this related in their finding a range of problems related to how the software ran on the client’s current infrastructure. These problems could be considered potential misalignments. Some of the issues that were discovered were that there were problems with the server compatibility; these problems related to speed, space, and RAM size. There were also problems on the client-server side. The client-server computer was missing some components that would be needed to run Dell files. The Team Leader explained to me about the problems with the client-server computer and the desktops at the client’s organisation: “Everybody had to go and visit each of the desktops to install the apps … the users’ computers are not compatible with our software requirements so we have to fix them”. [Team Leader]. At the end of the meeting, the clients signed a report stating that the installation had taken place. It appears that the analysts make sure to document every action of this kind as a way of managing the progress of different projects.
<table>
<thead>
<tr>
<th>Interpretations of events</th>
<th>During-Implementation</th>
<th>Installation, identify technical needs, and identifying misalignments</th>
<th>Software explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To determine what features wants and needs the user may have in relation to the software on offer</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To get details of the users’ business process and the requirements related to the software scope.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Using a copy of the packaged software</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To start collecting more details about the user’s needs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To educate users about the software’s functionalities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To help users create a vision of the software and how it could function for them, and to increase the users’ participation in discussions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Installing the copy of the software</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To discover any issues with the users’ infrastructure</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sign the installing report</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• To manage the work’s progress.</td>
</tr>
</tbody>
</table>
We first discussed ‘define a standard document structure’. The analysts understood this to mean there is a standard form that they use in order to document users’ needs and their statements regarding this practice confirmed that they use this practice a great deal—in fact, analysts from each organisation told me that it was always used in their organisation. This practice therefore was found to be a ‘standardised practice’ in PSIRE. One analyst [User4] told me they considered it highly important because “we use to exchange information within our company and to manage our work”. Other practices that they said they used all the time/every time, thus in a standardised way, were ‘include a summary of the requirements’, and ‘make a business case for the system’. My task at this point was not so much to ask analysts why they used practices the way they did, but simply to find out to what degree they used them; however, sometimes the analysts did comment in ways that provided reasons for the level of use. For example, they always used and included ‘a summary of the requirements’ in requirements documentation because they seemed like such a basic necessity for paperwork and recording the documents would serve as the basis for all further development of packaged software. One analyst [User5] told me “we always make a summary of the requirements because this helps us make sure that every business need we’re thinking about is linked to an actual requirement. We also want all of those requirements to be linked to a deliverable”. They also always made ‘a business case for the system’ because it was important to clarify what users’ needs are and what the changes were that they asked for regarding the packaged software functionalities. User5 said that “we use a misalignments specification form to explain a business case that users ask us to change with a specific function so developers will know where the changes should be”. I found that PSIRE already had differences from traditional RE when the analysts said that not all of the practices on the list were things that they accorded standardised use. For example, most of the practices on the list for ‘requirements documentation practices’ only received ‘common use’ by them. Analysts said, for example, regarding ‘explain how to use the document’ that they did this quite of the misalignments specification form and software demonstration request form are very structured and the language used on the form is formal. Helping readers find information on the documents was also only given common use, not a practice used all the time. Analysts said that they sometimes did this carefully but did not bother to do it all of the time because of time constraints and because it was not that difficult to look through and find information anyway. They only did this practice for very big or complex jobs or for reports with many pages. It was therefore obviously something that they thought was helpful to do, but it wasn’t essential that they do it. I found from what the analysts said that the practice ‘make the document easy to change’ also had common use. Most of them said they did this most of the time. They suggested that they usually did this “in case we need to change what users have asked us to do. We have to make it so any other analysts who have the permission to modify the users’ request can do it in an easy way” [User3]. However, they didn’t always do it because “normally only one or two of us deal with each new piece of software, so we already know what the users’ needs are and we don’t need any other analysts to make any changes”. What was an interesting result from these Focus Groups was that I found that there were actually a whole lot of requirements engineering practices related to requirements documentation that the analysts practiced and could tell me about that had not been included on my list. Since they didn’t match up with any of the practices on my list and therefore didn’t match up with practices generally used in traditional RE, I realised that they were talking about new requirements documentation practices that were used only in PSIRE. The new practices they told me about were creating or including a ‘users’ needs/misalignment document’, ‘estimating time needed for a users’ needs document’, ‘estimating cost needed for a users’ needs document’, and including a ‘users’ needs validation document’. It was interesting to hear about these new practices, especially to notice the fact that the analysts seemed very interested in first estimating the time and cost involved with creating users’ needs documents. One analyst, User6, said that “we estimate the time and cost it could take to create a users’ needs document because it helps us keep track of the resources we might need for a project. That can help us decide whether the project is worthwhile, and estimate the scope of the project before starting it’. It was also interesting to note that they sought later validation of the initial user needs and would document this validation. From what they said, they thought it important to check this

<table>
<thead>
<tr>
<th>Events</th>
<th>Focus Group</th>
<th>Actors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptive analysis</td>
<td></td>
<td>User2, User3, User4, User5, User6, User7 and User8</td>
</tr>
</tbody>
</table>
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<tbody>
<tr>
<td><strong>Events</strong></td>
</tr>
<tr>
<td>We first discussed ‘define a standard document structure’. The analysts understood this to mean there is a standard form that they use in order to document users’ needs and their statements regarding this practice confirmed that they use this practice a great deal—in fact, analysts from each organisation told me that it was always used in their organisation. This practice therefore was found to be a ‘standardised practice’ in PSIRE. One analyst [User4] told me they considered it highly important because “we use to exchange information within our company and to manage our work”. Other practices that they said they used all the time/every time, thus in a standardised way, were ‘include a summary of the requirements’, and ‘make a business case for the system’. My task at this point was not so much to ask analysts why they used practices the way they did, but simply to find out to what degree they used them; however, sometimes the analysts did comment in ways that provided reasons for the level of use. For example, they always used and included ‘a summary of the requirements’ in requirements documentation because they seemed like such a basic necessity for paperwork and recording the documents would serve as the basis for all further development of packaged software. One analyst [User5] told me “we always make a summary of the requirements because this helps us make sure that every business need we’re thinking about is linked to an actual requirement. We also want all of those requirements to be linked to a deliverable”. They also always made ‘a business case for the system’ because it was important to clarify what users’ needs are and what the changes were that they asked for regarding the packaged software functionalities. User5 said that “we use a misalignments specification form to explain a business case that users ask us to change with a specific function so developers will know where the changes should be”. I found that PSIRE already had differences from traditional RE when the analysts said that not all of the practices on the list were things that they accorded standardised use. For example, most of the practices on the list for ‘requirements documentation practices’ only received ‘common use’ by them. Analysts said, for example, regarding ‘explain how to use the document’ that they did this quite of the misalignments specification form and software demonstration request form are very structured and the language used on the form is formal. Helping readers find information on the documents was also only given common use, not a practice used all the time. Analysts said that they sometimes did this carefully but did not bother to do it all of the time because of time constraints and because it was not that difficult to look through and find information anyway. They only did this practice for very big or complex jobs or for reports with many pages. It was therefore obviously something that they thought was helpful to do, but it wasn’t essential that they do it. I found from what the analysts said that the practice ‘make the document easy to change’ also had common use. Most of them said they did this most of the time. They suggested that they usually did this “in case we need to change what users have asked us to do. We have to make it so any other analysts who have the permission to modify the users’ request can do it in an easy way” [User3]. However, they didn’t always do it because “normally only one or two of us deal with each new piece of software, so we already know what the users’ needs are and we don’t need any other analysts to make any changes”. What was an interesting result from these Focus Groups was that I found that there were actually a whole lot of requirements engineering practices related to requirements documentation that the analysts practiced and could tell me about that had not been included on my list. Since they didn’t match up with any of the practices on my list and therefore didn’t match up with practices generally used in traditional RE, I realised that they were talking about new requirements documentation practices that were used only in PSIRE. The new practices they told me about were creating or including a ‘users’ needs/misalignment document’, ‘estimating time needed for a users’ needs document’, ‘estimating cost needed for a users’ needs document’, and including a ‘users’ needs validation document’. It was interesting to hear about these new practices, especially to notice the fact that the analysts seemed very interested in first estimating the time and cost involved with creating users’ needs documents. One analyst, User6, said that “we estimate the time and cost it could take to create a users’ needs document because it helps us keep track of the resources we might need for a project. That can help us decide whether the project is worthwhile, and estimate the scope of the project before starting it”. It was also interesting to note that they sought later validation of the initial user needs and would document this validation. From what they said, they thought it important to check this</td>
</tr>
</tbody>
</table>
to make sure they understood the client’s needs properly and to keep a proper track of everything. User5 noted that “the validation of user needs can take place during our software demonstrations”

<table>
<thead>
<tr>
<th>Practice (How)</th>
<th>Causal Explanations (why)</th>
<th>Level of Practiced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Define a standard document structure</td>
<td>To document users’ needs and their statements regarding this practice confirmed that they use this practice a great deal. To exchange information within the analysts’ company and to manage their work</td>
<td>Standardised use</td>
</tr>
<tr>
<td>Explain how to use the document</td>
<td>Once we have a new developers or once the developers did not work on the software before so they need to know how the form link between users’ needs and software functions</td>
<td>Common use</td>
</tr>
<tr>
<td>Include a summary of the requirements</td>
<td>A basic necessity for paperwork and recording the documents would serve as the basis for all further development of packaged software</td>
<td>Standardised use</td>
</tr>
<tr>
<td>Make a business case for the system</td>
<td>This ensures that each business need is linked to an actual requirement, and that each requirement is linked to a deliverable. To clarify what users’ needs and what the changes they asked regarding the packaged software functionalities</td>
<td>Standardised use</td>
</tr>
<tr>
<td>Define specialised terms</td>
<td></td>
<td>Discretionary use</td>
</tr>
<tr>
<td>Make document layout readable</td>
<td>They can understand each other’s writing or use of terminology anyway and how they fill out the forms and they are well-trained enough that they already understand the use of jargon used by othersigestice.</td>
<td>Common use</td>
</tr>
<tr>
<td>Help readers find information</td>
<td>Time constraints/ it were not really that difficult to look through and find information anyway. Did this practice for very big or complex jobs or for reports with many pages</td>
<td>Common use</td>
</tr>
<tr>
<td>Make the document easy to change</td>
<td>“if they need to change what users have asked them to do so any other analysts who has the permission to modify the users request can do it in easy way” but that they didn’t always do it because “normally one or two of us deal with each software so we know what the users' needs and it is not required from other to make any change”</td>
<td>Common use</td>
</tr>
<tr>
<td>Misalignments specification document</td>
<td>To exchange information within the analysts’ company and to manage their work. To define the relation to other requirements, to other solution components, and to other artefacts.</td>
<td>Standardised use</td>
</tr>
<tr>
<td>Estimating cost and time needed for users’ needs document</td>
<td>To notice the fact that they seemed very interested in first estimating the time and cost involved with creating users’ needs documents. To be a way of keeping track of the possible resources needed for a project and deciding whether the project was worthwhile, and estimating the scope of the project before beginning it.</td>
<td>Standardised use</td>
</tr>
<tr>
<td>Include users’ needs validation document</td>
<td>To check this to make sure they understood the client’s needs properly and to keep a proper track of everything</td>
<td>Standardised use</td>
</tr>
</tbody>
</table>
Appendix G: Toward building a theory

Where
Pre-Implementation

How
Live Scenario Software Demonstration
- Explain software functions
- Present software
- Present a possible solution
- Software initial description
- Software technical supports

Theory For Explaining/Understanding

Why
To convince clients about a software solution
To discuss a possible solution
To show the software's capability to solve the client's issues
To collect initial requirements

When
Software Demonstration

Higher-level Theoretical Concept

‘Live scenario software demonstration’ was conceptualized as a strategy that was intended to help analysts convince clients about a software solution, as they demonstrate, and discuss, a possible solution.

Where
Pre - Implementation

How
Identify New Features request
Identify Customisation needs
Identify Software Output
Identify Technical needs

Theory For Explaining/Understanding
Assessments criteria

Why
To create a packaged software offer
To define the software scope offer

When
Create a packaged software offer

Higher-level Theoretical Concept

The New Features request, Customisation needs, Software Output, and Technical needs were conceptualized as assessments criteria that were intended to help the company to define software scope and create a packaged software offer.
**PSIRE: An Ethnographic Study**

### Appendices

#### Where
- Pre-Implementation

#### Theory For Explaining/Understanding

#### When
- Software solution to offer

---

**Assessments criteria**

- Usage of Client’s organization structure
- Usage of sales team report
- Limitations of analysts’ company work domain

---

**Higher-level Theoretical Concept**

‘Client’s organization structure and the limitations of analysts’ company work domain’ were conceptualized as assessments criteria that were intended to help analysts to make decisions about which software solution to offer.

---

#### Where
- During-Implementation

#### Theory For Explaining/Understanding

#### When
- Software Demonstration

---

**Software Demonstration**

- Link software functions to clients business process
- Explain software functions
- Live scenario demonstration

---

**Higher-level Theoretical Concept**

Software demonstration was conceptualized as a strategy that was intended to help analysts to explain software functions, train users, and validate the modifications made.
Appendix H: RE practices checklist

We are interested in understanding which practices you use in requirements engineering. For each practice shown in the following tables place a tick in the column that indicates whether you either personally used or witnessed someone else on your team use that practice during packaged software implementation process:

- Standardised use (SU): This practice has a documented standard and is always followed as part of the organisation’s software development process i.e. it is mandatory.
- Common use (CU): This practice is widely followed in the organisation but is not mandatory.
- Discretionary use (DU): This practice is used at the discretion of individual project managers. Some may have introduced the practice for a particular project.
- Never used (NU): The practice is never or rarely applied.

### Requirements elicitation Practices – Result validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE1</td>
<td>Assess system feasibility</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RE2</td>
<td>Be sensitive to organisational and political consideration</td>
<td>Basic</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RE3</td>
<td>Identify and consult system stakeholders</td>
<td>Basic</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RE4</td>
<td>Record requirements sources</td>
<td>Basic</td>
<td>SU</td>
<td>CU</td>
</tr>
<tr>
<td>RE5</td>
<td>Define the system’s operating environment</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RE6</td>
<td>Use business concerns to drive requirements elicitation</td>
<td>Basic</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RE7</td>
<td>Look for domain constraints</td>
<td>Intermediate</td>
<td>DU</td>
<td>DU</td>
</tr>
<tr>
<td>RE8</td>
<td>Record requirements rationale</td>
<td>Intermediate</td>
<td>CU</td>
<td>CU</td>
</tr>
<tr>
<td>RE9</td>
<td>Collect requirements from multiple viewpoints</td>
<td>Intermediate</td>
<td>DU</td>
<td>SU</td>
</tr>
<tr>
<td>RE10</td>
<td>Prototype poorly understood requirements</td>
<td>Intermediate</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RE11</td>
<td>Use scenarios to elicit requirements</td>
<td>Intermediate</td>
<td>SU</td>
<td>CU</td>
</tr>
<tr>
<td>RE12</td>
<td>Define operational processes</td>
<td>Intermediate</td>
<td>DU</td>
<td>CU</td>
</tr>
<tr>
<td>RE13</td>
<td>Reuse requirements</td>
<td>Advanced</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
</tbody>
</table>
New Requirements elicitation Practices – Result validation

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE14</td>
<td>Use live software demonstration to elicit users’ needs</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RE15</td>
<td>Use a user manual</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
</tbody>
</table>

Requirements analysis and negotiation Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA1</td>
<td>Define system boundaries</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RA2</td>
<td>Use checklists for requirements analysis</td>
<td>Basic</td>
<td>DU</td>
<td>DU</td>
</tr>
<tr>
<td>RA3</td>
<td>Provide software to support negotiations</td>
<td>Basic</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RA4</td>
<td>Plan for conflicts and conflict resolution</td>
<td>Basic</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RA5</td>
<td>Prioritise requirements</td>
<td>Basic</td>
<td>DU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RA6</td>
<td>Classify requirements using a multi-dimensional approach</td>
<td>Intermediate</td>
<td>SU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>RA7</td>
<td>Use interaction matrices to find conflicts and overlaps</td>
<td>Intermediate</td>
<td>DU</td>
<td>DU</td>
</tr>
<tr>
<td>RA8</td>
<td>Assess requirements risks</td>
<td>Advanced</td>
<td>SU</td>
<td>SU</td>
</tr>
</tbody>
</table>

New Requirements analysis and negotiation Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RA9</td>
<td>Use print-out of a screen shot to clarify conflicts, and engaging in conflict resolution</td>
<td>Basic</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RA10</td>
<td>Use live case scenarios to support negotiations</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
</tbody>
</table>
### Describing Requirements Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR1</td>
<td>Define standard templates for describing requirements</td>
<td>Basic</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>DR2</td>
<td>Use languages simply and concisely</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>DR3</td>
<td>Use diagrams appropriately</td>
<td>Basic</td>
<td>DU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>DR4</td>
<td>Supplement natural language with other description of requirement</td>
<td>Basic</td>
<td>SU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>DR5</td>
<td>Specify requirements quantitatively</td>
<td>Intermediate</td>
<td>DU</td>
<td>CU - DU</td>
</tr>
</tbody>
</table>

### New Describing Requirements Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR6</td>
<td>Specify relationship between users’ needs and other software functions</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>DR7</td>
<td>Specify relationship between users’ needs and data stores</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
</tbody>
</table>

### System Modelling Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM1</td>
<td>Develop complementary system models</td>
<td>Basic</td>
<td>NU</td>
<td>DU - NU</td>
</tr>
<tr>
<td>SM2</td>
<td>Model the system’s environment</td>
<td>Basic</td>
<td>NU</td>
<td>NU</td>
</tr>
<tr>
<td>SM3</td>
<td>Model the system architecture</td>
<td>Basic</td>
<td>NU</td>
<td>NU</td>
</tr>
<tr>
<td>SM4</td>
<td>Use structured methods for system modelling</td>
<td>Intermediate</td>
<td>DU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>SM5</td>
<td>Use a data dictionary</td>
<td>Intermediate</td>
<td>CU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>SM6</td>
<td>Document the links between stakeholder requirements and system models</td>
<td>Intermediate</td>
<td>SU</td>
<td>CU</td>
</tr>
</tbody>
</table>
### Requirements validation Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RV1</td>
<td>Check that the requirements document meets your standards</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RV2</td>
<td>Organise formal requirements inspections</td>
<td>Basic</td>
<td>DU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>RV3</td>
<td>Use multi-disciplinary teams to review requirements</td>
<td>Basic</td>
<td>DU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>RV4</td>
<td>Define validation checklists</td>
<td>Basic</td>
<td>CU</td>
<td>CU - SU</td>
</tr>
<tr>
<td>RV5</td>
<td>Use prototyping to animate requirements</td>
<td>Intermediate</td>
<td>SU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RV6</td>
<td>Use a draft user manual</td>
<td>Intermediate</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RV7</td>
<td>Propose requirements test cases</td>
<td>Intermediate</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RV8</td>
<td>Paraphrase system models</td>
<td>Advanced</td>
<td>DU</td>
<td>CU</td>
</tr>
</tbody>
</table>

### Requirements management Practices – Result Validation

<table>
<thead>
<tr>
<th>No</th>
<th>Traditional RE Practices</th>
<th>Type</th>
<th>PSIRE</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM1</td>
<td>Uniquely identify each requirement</td>
<td>Basic</td>
<td>CU</td>
<td>SU - CU</td>
</tr>
<tr>
<td>RM2</td>
<td>Define policies for requirements management inspections</td>
<td>Basic</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RM3</td>
<td>Define traceability policies</td>
<td>Basic</td>
<td>DU</td>
<td>CU - DU</td>
</tr>
<tr>
<td>RM4</td>
<td>Maintain a traceability manual</td>
<td>Basic</td>
<td>DU</td>
<td>DU</td>
</tr>
<tr>
<td>RM5</td>
<td>Use a database to manage requirements</td>
<td>Intermediate</td>
<td>SU</td>
<td>SU</td>
</tr>
<tr>
<td>RM6</td>
<td>Define change management policies</td>
<td>Intermediate</td>
<td>SU</td>
<td>CU</td>
</tr>
<tr>
<td>RM7</td>
<td>Identify global system requirements</td>
<td>Intermediate</td>
<td>DU</td>
<td>CU</td>
</tr>
<tr>
<td>RM8</td>
<td>Identify volatile requirements</td>
<td>Advanced</td>
<td>DU</td>
<td>DU - CU</td>
</tr>
<tr>
<td>RM9</td>
<td>Record rejected requirements</td>
<td>Advanced</td>
<td>SU</td>
<td>CU - SU</td>
</tr>
</tbody>
</table>
### Appendix I: Schedule of the what, when, and where

<table>
<thead>
<tr>
<th>Date</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 February 2012</td>
<td>All Day Pre – Implementation/ Software demonstration/ Inventory and purchases</td>
</tr>
<tr>
<td></td>
<td>-- Organization 1</td>
</tr>
<tr>
<td>5 February 2012</td>
<td>All Day Pre – Implementation/ Software demonstration/ Accounting Software</td>
</tr>
<tr>
<td></td>
<td>-- Organization 1</td>
</tr>
<tr>
<td>8 February 2012</td>
<td>All Day Pre – Implementation/ Software demonstration/ HR -- Organization 2/</td>
</tr>
<tr>
<td></td>
<td>Client site</td>
</tr>
<tr>
<td>9 February 2012</td>
<td>All Day Software Offer -- Organization 2</td>
</tr>
<tr>
<td>11 February 2012</td>
<td>All Day PSI scope, PSI offer, and PS demonstration -- FG: Organization 1</td>
</tr>
<tr>
<td>12 February 2012</td>
<td>All Day Installation -- Organization 1/ Client Site</td>
</tr>
<tr>
<td>14 February 2012</td>
<td>All Day Misalignments Specification Form -- Organization 2</td>
</tr>
<tr>
<td>Date</td>
<td>Day</td>
</tr>
<tr>
<td>--------------</td>
<td>---------</td>
</tr>
<tr>
<td>16 February 2012</td>
<td>Thu</td>
</tr>
<tr>
<td>21 February 2012</td>
<td>Tue</td>
</tr>
<tr>
<td>23 February 2012</td>
<td>Thu</td>
</tr>
<tr>
<td>25 February 2012</td>
<td>Sat</td>
</tr>
<tr>
<td>26 February 2012</td>
<td>Sun</td>
</tr>
<tr>
<td>27 February 2012</td>
<td>Mon</td>
</tr>
<tr>
<td>7 March 2012</td>
<td>Wed</td>
</tr>
<tr>
<td>8 March 2012</td>
<td>Thu</td>
</tr>
<tr>
<td>10 March 2012</td>
<td>Sat</td>
</tr>
<tr>
<td>Date</td>
<td>Day</td>
</tr>
<tr>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>11 March 2012</td>
<td>Sun</td>
</tr>
<tr>
<td>12 March 2012</td>
<td>Mon</td>
</tr>
<tr>
<td>13 March 2012</td>
<td>Tue</td>
</tr>
<tr>
<td>15 March 2012</td>
<td>Thu</td>
</tr>
<tr>
<td>17 March 2012</td>
<td>Sat</td>
</tr>
<tr>
<td>21 March 2012</td>
<td>Wed</td>
</tr>
<tr>
<td>22 March 2012</td>
<td>Thu</td>
</tr>
<tr>
<td>24 March 2012</td>
<td>Sat</td>
</tr>
<tr>
<td>26 March 2012</td>
<td>Mon</td>
</tr>
</tbody>
</table>
### PSIRE: An Ethnographic Study

#### Appendices

<table>
<thead>
<tr>
<th>Date</th>
<th>Day</th>
<th>Activity Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>27 March 2012</td>
<td>Tue</td>
<td>All Day - During Implementation - Software demonstration &amp; validation of users’ needs -- Organization 1/ Client Site B</td>
</tr>
<tr>
<td>29 March 2012</td>
<td>Thu</td>
<td>All Day - PS customisation, Identify misfits -- FG: Organization 2</td>
</tr>
</tbody>
</table>