Assessing the test–retest repeatability of insulin resistance measures: Homeostasis model assessment 2 and oral glucose insulin sensitivity

**Background:** Insulin resistance is commonly assessed using the homeostasis model assessment (HOMA) variants. HOMA is potentially insensitive to change because of its high coefficient of variation. The repeatability coefficient is an alternative means of assessing test repeatability. To be confident of clinical change, rather than biological variation, a subsequent test needs to differ from the former by more than the repeatability coefficient using the equation.

\[
\text{Test 1} = \text{Test 2} \pm \text{repeatability coefficient.}
\]

The repeatability coefficients for measures of insulin resistance are unknown.

**Aim:** To compare the repeatability coefficient of HOMA2 variants (Beta-cell function [%B], insulin sensitivity [%S], insulin resistance [IR]) to a dynamic measure of insulin resistance, and the oral glucose insulin sensitivity (OGIS) test.

**Setting:** The raw data from a previously used data set were reanalysed.

**Methods:** Glycaemic and insulinaemic tests were performed on 32 men and women both with \((n = 10)\) and without type 2 diabetes \((n = 22)\). From these data, eight fasting tests and three 50-g oral glucose tolerance tests were used to calculate HOMA2 and OGIS. The methods of Bland and Altman assessed repeatability.

**Results:** Repeatability coefficients for all participants for the HOMA2 %B, %S and IR variants were 72.91, 189.75 and 0.9, which equates to 89%, 135% and 89% of their respective grand means. By contrast, OGIS had a repeatability coefficient of 87.13, which equates to 21% of the grand mean.

**Conclusion:** Because of the high repeatability coefficient relative to the grand mean, use of HOMA2 measures for assessing insulin resistance in small population studies should be reconsidered.

**Introduction**

It is projected that by 2030, nearly 7% of the global population will have type 2 diabetes with many of them living in developing countries.\(^1\) Although insulin resistance is commonly undiagnosed, it is accepted as a key factor in the aetiology of type 2 diabetes and other non-communicable diseases.\(^2,3,4\) This means that insulin resistance needs further investigation as a means for diagnosing and managing at-risk populations. However, quantifying insulin resistance is challenging. Various methods are used to assess insulin resistance. Generally, these are validated against the resource-intensive hyperinsulinaemic–euglycaemic clamp\(^5\) and include methods based on a single fasting blood glucose and insulin sample\(^6\) or those using a dynamic assessment of insulin and glucose response following an oral glucose tolerance test. However, assessing insulin resistance in clinical practice has been discouraged because of a lack of clinical benefit.\(^7\)

An example of a method based on a fasting insulin and glucose sample is the homeostasis model assessment (HOMA), or the second-generation HOMA2. HOMA is the collective term for the assessment of three different aspects of insulin resistance: Beta-cell function (HOMA %B), insulin sensitivity (HOMA %S) and insulin resistance (HOMA IR). The original HOMA methods are calculated using the following equations (Figure 1).

**Note:** This article is based on the first author's dissertation http://aut.researchgateway.ac.nz/bitstream/handle/10292/9906/CroftsC.pdf
By contrast, HOMA2 is a computer model that accounts for variations in hepatic and peripheral insulin resistance. The formulae are not available, but the calculator can be downloaded from the Diabetes Trials Unit, University of Oxford. HOMA methods are commonly used to assess insulin resistance with studies ranging from large-scale epidemiological assessments to smaller interventional studies. HOMA methods are practical instruments as they are cost-effective and easy to use. However, previous studies have shown HOMA to have coefficients of variation (CVs) ranging from 10% to 50%. This suggests that HOMA methods may be insufficiently sensitive to accurately detect, or monitor clinical progression in, insulin resistance, especially for individuals or small populations.

Emerging research suggests that fasting insulin levels may not predict post-prandial insulin levels, and these latter levels are more important for diagnosing risk. The oral glucose insulin sensitivity (OGIS) test is an alternative method for assessing insulin resistance. It is based on a model derived from a multiple-sampled oral glucose tolerance test with insulin assays. This allows the post-prandial insulin and glucose levels to be included in the model. As with the HOMA2 model, the formulae are not available but an online calculator is available. Furthermore, there is also limited repeatability data on these dynamic tests of insulin resistance with one study reporting a CV for duplicate OGIS tests as 7.1%.

Instruments assessing change need an acceptable level of repeatability. Repeatability is how much variation can be expected among repeat measurements on the same subject under identical conditions. This enables subsequent test results (e.g. blood tests) to either indicate clinical change or biological variation (noise). Repeatability is often assessed using CV (the ratio of standard deviation compared to the mean) and expressed by percentage, using the equation (see Equation 1).

$$ c_r = \frac{\sigma}{\mu} $$  

[Eqn 1]

By contrast, the repeatability coefficient defines the range within which 95% of the differences between two measurements in the same subject by the same measurement method are likely to fall, assuming there is no change in clinical condition between the tests. It can be expressed by equation 2.

$$ \text{Test 1} \pm \text{repeatability coefficient} $$  

[Eqn 2]

Therefore, to be confident of clinical change, a subsequent test needs to have changed by an amount that is greater than the repeatability coefficient (either larger or smaller). Otherwise, the result will still lie within the range of typical biological variation. All else being equal, tests with a small repeatability coefficient are more sensitive to clinical change. Conversely, tests with a large repeatability coefficient generally require greater clinical change to occur before they can confidently be taken as an indication of such change. This makes tests with a large repeatability coefficient less desirable for clinical use as they are less sensitive to clinical change. Although CV is more commonly used to assess repeatability, use of the repeatability coefficient may be more practical for clinicians as it may be easier to interpret and incorporate into clinical practice.

The aim of this study was to assess the repeatability coefficients for the HOMA2 variants and OGIS by evaluating repeated oral glucose tolerance tests with insulin assays in a small group of subjects with or without type 2 diabetes.

### Research methods and design

#### Study design

The raw data from a glycaemic and insulinnaemic index study were reanalysed. From these data, measures, including HOMA2 and OGIS, were calculated and repeatability assessed. The original protocol conformed to standard glycaemic index testing protocols to minimise inter-individual variation. The models HOMA2 and OGIS were chosen as representative of a fasting and dynamic model available without any specialised technologies.

#### Study population and sampling strategy

Full methods and methodology are available. To summarise, 22 participants without and 10 participants with type 2 diabetes were recruited. All participants were aged between 18 and 70 years; had a body mass index (BMI) < 35 kg/m²; had no recent history of hospitalisation; or had any history of gastrointestinal, hepatic or renal disease. All participants with type 2 diabetes used medication: eight used metformin only, one used a combination of metformin and pioglitazone and one used a combination of metformin and a sulphonylurea. These patients took their usual medication on study days after the fasting blood sample but beforecommencing the test meal.

Originally, the 22 healthy participants were divided into ‘control’ and ‘hyperinsulinaemic’ groups based on a fasting insulin of 40 pmol/L. As there is no consensus in the literature for defining hyperinsulinaemia from fasting insulin, these groups were combined into a single group termed ‘No Diabetes’.

#### Data collection

Blood samples were collected according to standard protocols. Each participant had fasting blood samples drawn on eight separate mornings. On three of those mornings, they then consumed 50 g anhydrous glucose in 250 mL water and on the other five mornings they consumed 50 g available carbohydrate.
from sucrose, instant mashed potato, white bread, polished rice or pearled barley. Venous blood samples were then drawn at 15, 30, 45, 60, 90 and 120 min for participants without type 2 diabetes and at 30, 60, 90, 120 and 180 min for participants with type 2 diabetes. Timing commenced after starting to eat. This study analysed all results from the eight fasting tests and from the three glucose meals.

Data analysis

Blood analysis

Venous blood samples were collected in BD vacutainer SST tubes. Serum glucose was measured by the glucose oxidase method (Synchron LX Systems) with inter-assay CV of 1.9%. Insulin was measured using one-step immunoenzymatic assay (Beckman Access Ultrasensitive Insulin Assay) with inter-assay CV of 2.5% – 4.3%. Insulin has no cross-reactivity with proinsulin.

Calculations and statistical analysis

As individual height and weight data were not available for each person, the standards of 1.7 m for height and 70 kg for weight were used for each person. The fasting glucose and insulin values from each test were used to calculate each of the HOMA2 variants (HOMA2 %S, HOMA2 %B and HOMA2 IR) via the available online calculator.15

The glucose and insulin values from each of the three oral glucose tests were used to calculate OGIS via the available spreadsheet.16

For each test, within-subject means were plotted against within-subject standard deviations to determine if there was a mean–variance relationship. Ordinary least squares regression was used to assess the strength of such relationships. If the slope coefficient was significant at the 0.05 significance level, the process was repeated for the mean and standard deviation of the natural log of the variable.

If a significant mean–variance relationship was determined, participants were divided into subgroups according to test results. The intent was to reduce the mean–variance relationship and therefore bias in the repeatability coefficient at each end of the range while maintaining a clinically meaningful result.

Repeatability was quantified by estimating repeatability coefficients according to the methods of Bland and Altman.17 Repeatability coefficients were derived from the square root of the residual mean square errors (\( \sqrt{s_r^2} \)) from one-way analyses of variance with subjects as factors fitted to the raw or logged responses for each outcome variable. The 95% repeatability coefficient is 1.96\( \sqrt{s_r} \).11,17

The following calculations defined the ranges within which two repeat measurements could be expected to fall under the assumption of no clinical change between repeat tests (equation 3 and 4):

\[
\text{Test 1} = \text{Test 2} \pm \text{repeatability coefficient for non-log-transformed data} \]

\[\text{[Eqn 3]}\]

or as

\[
\text{Test 1} = \text{Test 2} \times/\div \exp(\text{repeatability coefficient}) \text{ for log-transformed data.} \]

\[\text{[Eqn 4]}\]

Ethical consideration

Ethical permission for data collection was previously granted by Research Ethics Boards at the University of Toronto and St Michael’s Hospital. All participants gave written informed consent.

Results

Figure 2 displays the raw data for Control (left) and Diabetes (right) for fasting glucose, fasting insulin, HOMA2 %B, HOMA2 IR, HOMA2 %S and OGIS. Across all participants, fasting glucose has a narrow spread, especially for the Control participants. By contrast, the spread for all HOMA2 variants is greater for both the Control and Diabetes groups. There is also variation among participants; some have a tight cluster of results, others have a wider spread; there are also notable outliers. These vary between individuals and measures. Overall, the spread for OGIS does not appear to be as tight as that for fasting glucose, but tighter than the HOMA2 variants. This may reflect the difference in spread between fasting glucose and fasting insulin.

Mean–variance relationships

Mean–variance relationships were positive and significant for all tests with the exception of OGIS for both groups, and fasting insulin and HOMA2 IR for the Diabetes group (Table 1). With the exception of fasting glucose in the ‘No Diabetes’ group, this relationship remained unchanged for all variables following natural logarithmic transformation (Table 1). This implied heterogeneity among members of the ‘No Diabetes’ group. To account for this, we created a ‘Hyperinsulinaemic’ and ‘Control’ group. Although the definition of hyperinsulinaemia is commonly based on fasting insulin levels, we believed this was insufficient given a lack of consensus on fasting insulin and the evidence suggesting post-prandial insulin is crucial.13,14 Therefore, we developed our own criteria based on examination of the graphed insulin response versus time for all ‘No Diabetes’ participants. This led to the division of the ‘No Diabetes’ group into ‘Control’ (\( n = 19 \)) and ‘Hyperinsulinaemic’ (\( n = 3 \)). The latter consisted of three participants who each had the combination of a fasting insulin > 72 pmol/L and a 2-h insulin > 3× the fasting value. The final analysis sets were ‘All participants’, ‘Diabetes’, ‘No Diabetes’ and ‘Control’, with the latter being a subset of ‘No Diabetes’.

Re-examination of the mean–variance relationships identified a non-significant relationship for fasting glucose (\( p = 0.17 \)) and HOMA2 %S (\( p = 0.061 \)) for the Control participants (Table 1).
With the exception of log fasting glucose for the No Diabetes set, the only measures that demonstrated a non-significant, log-transformed mean–variance relationship also had a non-significant mean–variance relationship for the raw data (Table 1). This implied there was little to be gained by using the log-transformed results. Instead, we used raw data in all subsequent analyses and expressed repeatability coefficients as both the raw figure and as a percentage of the grand means for each measure.

Repeatability coefficients

The repeatability coefficients for HOMA2 variants, fasting insulin, fasting glucose and OGIS by participant sets are presented in Table 2. The repeatability coefficient for fasting insulin was 7.9 µU/mL for all participant sets with the exception of the Control subset, where it was 5.9 µU/mL. Across the analysis subsets, the repeatability coefficient was approximately 90% of the Grand mean of the participants’ fasting insulin. For
HOMA2 variants, the repeatability coefficient ranged between 60% and 170% of their respective Grand means. Within the HOMA2 variants, only HOMA2 IR had a relatively consistent percentage change throughout the participant sets (~90%).

OGIS was the only index to have a non-significant mean–variance relationship across all four participant sets (Table 1). The magnitude of the repeatability coefficient for the Diabetes set (60.7 mL/min/m²) was markedly different to both the
Control (96.7 mL/min/m²) and No Diabetes sets (96.8 mL/min/m²). However, relative to their respective Grand means, this represents a relatively consistent percentage change of approximately 20% in all analysis sets.

**Discussion**

We examined the reproducibility of fasting and dynamic measures of insulin resistance by calculating the repeatability coefficient for the HOMA2 variants and OGIS in people with and without type 2 diabetes. HOMA2 and OGIS were chosen as representative of techniques assessing insulin resistance that did not require specialised methods or monitoring. The computer-modelled HOMA2 was also chosen above the original HOMA calculations as we believed that HOMA2 would become the more widely used model.

Although the absolute value of the repeatability coefficients varied by participant subset, measures based on fasting insulin, including all HOMA2 variants, had a large repeatability coefficient, meaning that they would require a large change relative to the population mean in order to indicate clinical change with confidence. This suggests that the main driver of the variation is fasting insulin given its wider spread as compared to fasting glucose (Figure 2). It is unclear why OGIS had a narrower spread. The results may be confounded by a fewer number of repeated measures for OGIS but also may reflect normal homeostasis maintaining a narrower blood glucose level compared to blood insulin levels. (OGIS is based on three glucose levels and two different insulin levels.)

We chose to express figures as percentages of the grand mean for two main reasons. Firstly, to determine whether there was consistency in the magnitude of change required when examining the different participant subsets. It was also believed that calculating percentages may be easier for clinicians than using different values based on glycaemic status.

However, when the repeatability coefficient was converted to a percentage of the grand mean of that subset, only certain measures showed this consistency. For example, in order to be confident clinical change has occurred, a subsequent test of either fasting insulin or HOMA2 IR needs to differ from a former test by approximately 90% irrespective of the participant subset. Depending on the individual’s glycaemic status, this equates to a change in fasting insulin of between 6 µU/mL and 8 µU/mL or HOMA2 IR values of 0.64–1.07. Similarly, OGIS only required a 20% (60.67 mL/min/m²–96.74 mL/min/m²) difference. By contrast, HOMA2 %B required a change of 99.45% (36.26) for the Diabetes set, compared to only 63.24% (57.31) for the Control set.

These findings suggest that OGIS should be preferred over either fasting insulin or any variant of HOMA2, when assessing individuals or small populations for insulin resistance for the reason that OGIS appears to be more sensitive to clinical change.

There are limited data on the test–retest repeatability of measures of insulin resistance, especially including the use of the repeatability coefficient. The original HOMA IR has been reported as needing to change by +90% or -47% in patients with type 2 diabetes to ensure that the second sample is clinically significant when compared to a previous sample. A direct comparison between studies is inappropriate given the two different HOMA models used; however, both studies show that large changes are needed in HOMA IR in people with type 2 diabetes to ensure that there is clinical change. The degree of change that is required suggests that HOMA IR is an impractical clinical measure in people with diabetes.

Using the repeatability coefficient rather than CV meant that it was harder to compare our results to the existing literature. However, CV can be derived from the repeatability coefficient using the following calculation in Equation 5:

\[
CV = \frac{s}{\mu} = \frac{\text{RepCoef}}{2.77 \times \hat{\mu}}
\]

Using this conversion, our results align with current CV reports. Gordon and colleagues reported the CV for OGIS to be 7.8% (range, 4.2% – 14.2%) for eight people with four repeated tests. This is comparable to our CV of approximately 7%. Widjaja et al. reported a within-subject CV for fasting insulin of 26% for daily measures taken over 12 days. This is also comparable to our findings of 32%. Higher CV results for HOMA were also noted by Mather and colleagues, who reported a CV of 58% for HOMA IR in subjects with a BMI > 27 kg/m² compared to 24% in subjects with a BMI of < 27 kg/m². Although not directly comparable given the two different models, we recorded a lower CV of 32% for HOMA2 IR.

Another challenge with comparing repeatability studies is the assessment methods for quantifying insulin concentrations. Insulin concentrations will vary depending on analytical method, including the use of plasma or serum. Although some discrepancies may have resolved with improving technologies, they should be considered if older studies are referenced. Participant factors such as age, sex, body fat distribution and health status may also affect insulin sensitivity. It remains unknown whether these different groups would have similar repeatability coefficients. Repeatability studies may also focus on biological variation by excluding analytical variation from the overall variation. While excluding analytical variation may be appropriate for the research paradigm, it is impractical in clinical practice. The number of repeated tests also varied with some studies using duplicated measures, while others used three or more measures. These factors may explain why some studies show good repeatability for HOMA variants, while others show a much wider variation. The differences in these factors may also impede direct comparisons or generalisations among studies.

This study highlighted that for many variables, the repeatability coefficient differed according to the subset of the study population. For this reason, we converted the absolute...
figures of the repeatability coefficient to a percentage of the Grand mean to determine if there were consistencies throughout the subgroupings (Table 2). It was believed that should a consistency be found, then percentages may be more practical as (1) fewer figures would need to be remembered and (2) the patient would not have to be subclassified.

A notable finding of our study was the maintenance of a positive and significant mean-variance relationship for almost all the study variables, including fasting glucose; OGIS was the only variable that consistently lacked a positive and significant mean–variance relationship. These positive mean–variance relationships mean that the repeatability coefficient may be over- or underestimated at the extremes of the ranges of observed test results. Given that measures based on fasting insulin required 60%–175% difference in results to ensure clinical change, the influence of the bias may not matter. What was clear is that OGIS did not have a positive and significant mean–variance relationship for any subgrouping tested, and although the repeatability coefficient altered depending on the subgroup, it remained a consistent 20% of the population grand mean.

The large number of repeated tests of fasting measures (n = 8) was a particular strength for our study. We were also able to assess these measures in people both with type 2 diabetes (n = 10) and with normal glucose tolerance (n = 22).

There were a number of limitations to our study. While we were able to assess HOMA through eight repeated tests, we only had data from three repeated tests by which to assess OGIS. However, previous research has only assessed the repeatability of OGIS via duplicated tests. This suggests that further research should assess the repeatability of OGIS using a larger sample of repeated tests. OGIS has only been validated against the hyperinsulinaemic–euglycaemic clamp test for the glucose 75-g, 3-h test. This study used 50 g glucose, and while the participants with diabetes had a 3-h test, those without diabetes only had a 2-h test. The original participant height and weight data were no longer available. Therefore, we applied a standard height and weight for each participant. Although this would not have affected the within-subject variability, it would have reduced the between-subject variability. People with diabetes took their regular medication (metformin, pioglitazone and an unspecified sulphonylurea) as part of the study. While this reflects their normal post-prandial response, the medication plausibly decreased the within-subject variation. Further research should investigate within- and between-subject variation in people with type 2 diabetes without the influence of medication.

The results from our study highlight that HOMA2 variants are insufficient to detect small, but clinically significant changes within an individual. This suggests that HOMA2, and potentially other measures based on fasting insulin, may be impractical for use within clinical practice or small-scale research projects. The implications of high degree of variation for larger scale research projects are not yet known. HOMA has been used to either classify participants or assess the effects of an intervention. These results suggest that using measures based on fasting insulin for baseline stratification may not be effective as participants may have different results on different testing occasions. If these variables are to be used as a primary outcome, then power calculations should ensure that the study has a sufficient sample size in order to accurately detect change. Many studies do not use HOMA as a primary outcome, and this would be reflected in sample size. In a placebo-controlled intervention study, in order to detect a 15% change in HOMA2 IR in people with normal glucose tolerance, a target sample size of 55 people in each arm is needed to provide 80% power at the 0.05 level of significance using a two-sample t-test. This assumes our detected standard deviation of 0.28 applies to both arms. In people with type 2 diabetes, the increased standard deviation of 0.38 then requires a target population of 100 people in each arm. Many studies do not have these participant numbers; therefore, we could not be confident that any documented changes in HOMA2 variables resulting from different interventions would be legitimate outcomes.

We aimed this study towards clinical practice and translational research. HOMA and HOMA2 variants are widely used in many areas of research including the assessment of interventions aimed at improving insulin sensitivity. Although measuring insulin resistance is discouraged in medical practice as it does not enhance disease risk calculations, use of HOMA as a medical diagnostic tool is becoming more common. We also chose to use the repeatability coefficient, rather than the more commonly used CV as it was considered to be more easily interpreted by clinicians. The repeatability coefficient allows an easier interpretation of whether the differences between two measures are biological variation (‘noise’) or clinical change. Ease of use by the clinician was also the reason we chose to include the analytical variation as part of the within-subject variation.

We accept that measures based on fasting insulin are much cheaper and less demanding than those based on the results derived from an oral glucose tolerance test. This may partially explain the popularity of HOMA. We further recognise that only recommending tests based on an oral glucose tolerance test would likely result in fewer assessments of insulin resistance. But should we settle for convenience over accuracy?

There may be a number of physiological explanations for our observations. Insulin is secreted from the pancreas via a pulsatile pattern leading to oscillatory blood concentrations. These oscillations have a slow ultradian periodicity (~140 min), which is modulated by a small-amplitude, high-frequency oscillation (periodicity 3–10 min). Collectively, these oscillations have the potential to confound clinical sampling, as it will be unknown where the insulin level lies in these periodic cycles. It is believed that the periodicity of the high-frequency oscillations may vary depending on the individual’s glycaemic status, but there is insufficient
evidence to be able to predict an individual’s oscillation periodicity or their intra-individual variation. Other factors known to confound insulin resistance such as cortisol, glucagon or sunlight or vitamin D exposure were unable to be assessed in this study. Our results also lend support to the theory that given the high intra-individual variation, fasting insulin tests should be based on the mean of three samples taken at 5-min intervals. However, this method of multiple samples rarely occurs in practice and was not employed in this study.

Conclusion

We believe that early detection of insulin resistance is important given it precedes or is highly associated with a range of metabolic diseases. Although HOMA measures are a convenient method for assessing insulin resistance, their high variability impedes accuracy in diagnosis and monitoring clinical change. A subsequent HOMA2 test needs to change by approximately 90% to be confident that clinical change has occurred. Dynamic methods such as OGIS may have a significantly higher degree of repeatability, although they need further study. Considering the global incidence of insulin resistance and its impact on non-communicable disease, our findings support the inclusion of OGIS in clinical settings.
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