Abstract

Computer vision based surveillance systems have become increasingly important to society. This thesis presents a new approach for computer vision based alarm making systems which detect abnormal events in fixed camera circumstances. The approach contains four functions: namely (1) detecting, (2) tracking, (3) recognizing and (4) alarming. In line with these functions, based on the results of detecting, tracking and recognition, the system will be able to generate alarms automatically. Through the experiments, the related methods and algorithms applied to the proposed approach provide better performance for the purpose of alarm making, thus it could be helpful in reducing the manual labor of security staff. The contributions of this thesis are: Firstly, the shortcomings and deficiencies of the traditional surveillance and alarm systems have been studied. Secondly, computer vision techniques have been utilized to allow the system to work with different environments. Thirdly, dual artificial neural networks have been innovatively deployed for abnormal events detection and to improve the accuracy of alarming to reduce false alarms. The overall result for the false alarm rate of the system developed in this project is 13.8% which is lower that the mainstream 15.27% and also helpful for the management of traffic environments. In future, the improvement of the system will be the working direction for the researcher such as using more training datasets to make the abnormal events alarming system more efficient in terms of abnormal event detection and reduction of the false alarm rate.
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Chapter 1
Introduction

The first chapter of this thesis presents and elaborates the research question and issues related to alarm making included the research process and analysis. The background of the research topic and the motivation are introduced. Also, the objective of the system developed in this research project is described. The last part of this chapter shows the structure of the thesis.
1.1 Background and Motivation

The surveillance system is one of the most widely used systems in public security. Many different types of sensor have been designed, manufactured and implemented in the public environment to capture the sensory data of our living environment to meet the demand of surveillance by our communities. The most common way is to use a camera to capture the video information for a monitored area (Steenweg et al., 2016). The video information was captured by the camera, transmitted by an analog signal through a cable and stored on tapes in the early stage of video-based surveillance system development. This solution of a video-based surveillance system is called Closed Circuit Television (CCTV) (Kruegle, 2011). The limitations of this solution are very apparent. Firstly, it requires a high cost for the implementation of the cable laying. Secondly, there is a lack of management mechanism for video information which results in limited capacity and poor-quality playback. Finally, it requires a human to sit in front of the monitor to watch for changes in the monitoring area. As a result, many screens must be implemented to display the information captured by the cameras – a waste of social resources. Also, security guards must face a wide range of monitor screens (Tseng, Lin, & Smith, 2002), and this goes far beyond acceptable for humans. Lee, Romano, and Stein (2000) showed that the human eye will ignore more than 95% of moving objects when the person is looking at a video on a screen for more than 22 minutes. Due to these limitations, using computers to replace humans for surveillance has become increasingly important. Surveillance systems are required to continuously conduct the work of monitoring for our living environment 24 hours a day and seven days a week. The task of event detection from surveillance video is to detect and identify the patterns in the video automatically and continuously. Hence, the patterns will be generated from these repeating works and embodied through different types of events.
For detected events, especially for abnormal events, the system must have an effective way to send a message to the users and let them know something has happened. In general, an alarm signals the occurrence of some undesirable event (William, 1992). The alarm system is a critical component of the surveillance system consisting of various sensors, detectors and actuators to contribute to monitoring a region and make sure of security of the monitored region. According to the data which are collected by the different types of sensors from the natural environment, an alarm system is able to determine whether to trigger an alarm or not (Ding, Cooper, & Pasquina, 2011). Also, the alarm system can produce different types of alarms to alert the users if any monitored parameters are out of range. In this thesis, the camera has been adopted as the sensor to capture the event information and decide whether to trigger the alarm or not. The alarm making based on processing and analyzing of surveillance video is mainstream for the intelligence surveillance system because a surveillance system should be able to detect events from the video information collected by a surveillance camera. Therefore, the prerequisite of the event detection is to detect objects moving in the view of a surveillance camera. Hence, moving object detection is a key technology of video processing (Hampapur et al., 2005). The technology of moving object detection includes the theoretical knowledge of multiple disciplines such as image processing, signal processing, pattern recognition, control theory, biology and so on. Some methods can be applied for moving object detection such as background subtraction, temporal differencing and optical flow (Chien, Ma, & Chen, 2002). Optical flow is the pattern of apparent motion of objects and surfaces, and Gibson first introduced edges into the perspectives of two-dimensions and the concept of optical flow in 1950 (Horn & Schunck, 1981). The method of optical flow is to map the moving objects and background from...
the three-dimensional space of a two-dimensional scene. (Beauchemin & Barron, 1995). Temporal differencing method finds the difference between two or three consecutive frames in a surveillance video for moving object detection; therefore, the temporal differencing method is also called a frame differencing method (Zhou & Zhang, 2005). Similar to the temporal differencing method, background subtraction is another moving object detection method to construct a model for background without any moving object in this background model and then subtract the current frame and background model to detect the moving objects in the current frame. (Shaikh, Saeed, & Chaki, 2014).

The other necessary technology applied to this system is called multi-object tracking. The surveillance system will be able to detect and recognize an event or a behavior of one or more moving objects in the surveillance video based on the technology of multi-object tracking. The goal of multi-object tracking is to detect the location of moving objects in each frame of the video sequence (Wang, Doherty, & Van Dyck, 2000). There is a multi-object tracking algorithm based on the Kalman filter (Zhou, Wu, & Zhu, 2016) which can improve multi-object tracking when some static objects cover the target. The algorithm requires object detection using the background subtraction method based on the Gaussian Mixture Model (GMM) and then establishes a relational matrix to matching the objects by local spatial correlation in each frame.

Artificial Neural Networks (ANN) simulate the biological neural networks of humans or animals, and it will be applied to this thesis for the recognition of moving objects. The multilayer neural network is an attractive solution for the application of neural networks currently. Most neural network models and algorithms are based on multilayered structures. The BP neural network is one of the most popular algorithms using multilayered structures. It was developed
by a team of scientists in 1986 (Møller, 1993) and is widely used in many fields, especially in the area of intelligence surveillance.

According to the researching and analyzing for the methods and algorithms introduced above, the system will be able to make alarms for traffic surveillance with a better performance to improve the security of the traffic environment. Therefore, the research question of this thesis is established as What kind of computer vision techniques and methods are eligible to be utilized for the implementation of a computer vision based alarm making system in the traffic scene?

1.2 Objectives

The focus point of this thesis is the methods and techniques of computer vision related to pedestrian detection and alarm making. Based on the theories and principles related to the project, the possible methods and algorithms are implemented, tested and evaluated in this thesis.

The thesis intends to develop a computer vision based alarm making for the traffic environment and improve its security. The system developed in this thesis should be able to detect moving objects in surveillance and distinguish moving objects. In light of the position relationship between pedestrians and vehicles, once an abnormal event has been detected, it may trigger an alarm to notify its user. The working process can be defined as follows: firstly, the inputted video will be pre-processed such as image enhancement, binarization and so on, then the moving objects will be detected from the background and assigned to tracks. For each detected object, the feature will be extracted and imported into ANN for recognition. Based on the results and predefined rules, the abnormal event could be detected and corresponding alarms could be generated.
Finally, the techniques and methods applied to the experiment will be compared and evaluated. The testing results for each part will also be discussed and compared.

1.3 Contributions

There is a new schema presented in this thesis for the implementation of a computer vision based alarm making system. The system is able to detect moving objects and track their trajectories. For the detected objects, the trained artificial neural network is utilized to verify the type of moving object and, based on the recognition result, to make alarm for abnormal events. In terms of the procedures provided in this thesis, the system can be developed step by step for detecting abnormal events in the video source mentioned in the previous section. There are four parts contained in the system proposed in this thesis, and each part is responsible for different tasks such as moving object detection, moving object tracking, pedestrian recognition and alarm making. There are a number of methods and techniques which can be applied to these four parts of the system. The details of the methods and techniques for the implantation of these four parts in the system will be described in a later chapter.

In order to get a better result implemented in this thesis, related methods and algorithms have been analyzed. The advantages and disadvantages of the related methods and algorithms are also compared in this thesis. Because the system is a multiple objective oriented system, the segmentation of objects from the video will have an effect on alarm making. Therefore, the segmentation is also a focus point of this thesis to improve the result of alarm making, and it will be described in the chapter on experiment design.
Furthermore, there is an improvement for the using of the artificial neural networks in this experiment. Due to the shortcomings of artificial neural networks, it is very hard to implement one artificial neural network to satisfy the requirement for multiple object recognition. In overcoming the shortcomings of artificial neural networks, two artificial neural networks have been utilized. The recognition objects are grouped into two classes: pedestrians and vehicles. The two artificial neural networks are trained separately and work together to improve performance. The details of the training and implementation of these artificial neural networks will be described in the chapter on experiment design and will be compared with other methods in the results and analysis chapter.

Lastly, the implementation of the background modelling, Kalman filtering for tracking and recognition of moving objects using the artificial neural networks in Matlab are also provided as the future work of this thesis.

1.4 The Structure of This Thesis

The structure of the thesis will be introduced in this section. There are six chapters in this thesis, the contents of each being shown as follows:

Chapter 2 provides a systematic knowledge structure to support the research and development of this thesis. There is some literature related to the objective of the thesis including moving object detection, multi-object tracking and artificial neural networks. Also, reports of other researchers will be reviewed in this chapter.

In Chapter 3, the methodology of this thesis will be explained. The chapter firstly introduces the limitations and issues of the current surveillance system and then presents the research question of the thesis, and the potential solution
to the research question is provided. Useful resources including the datasets for the experiments will be also described in this chapter.

In Chapter 4, the details of the experiment will be presented. The implementation of the experiment will be addressed in a number of steps. The ANNs for alarming will also be demonstrated in this chapter. According to the details of each step, the experiment will be able to be implemented.

In Chapter 5, the testing data and results developed in the experiment are described and analyzed. Specifically, the frame differencing and GMM (Gaussian Mixture Model) for moving object detection have been compared. The features HOG (Histogram of Oriented Gradient) and LBP (Local Binary Pattern) for pedestrian recognition are also compared. The solutions applied to achieve the objectives will be also discussed in this chapter.

In Chapter 6, the limitations of the experiment will be described and future work will be suggested.
Chapter 2
Literature Review

This chapter provides a systematic structure to support the research and development of this thesis. It shows an understanding of the literature relevant to computer vision, decision making and machine learning. Studies of other researchers related to the issue of alarm making will also be reviewed in this chapter.
2.1 Event Detection

The primary mission of an intelligence surveillance system is to detect events from the surveillance video automatically and continuously. Before the researchers detail the concept event, they have to understand what an event is. Generally speaking, an event is something that happens in the real world. It can be a concert or a ball game. However, the concept of an event in the field of scientific research is not as simple as in the general sense. Accordingly, the conventional definition of an event is an abstract symbol of happenings in the dimension of time and space (spatio-temporal) of the real world (Xie, Sundaram, & Campbell, 2008). Under the framework of spatio-temporal, the objects in the reality can be known as entities which include humans, animals, cars and so on. All objects in the real world are able to trigger the event (Snoek & Worring, 2005). The entities are able to trigger a meaningful event through two ways: changing the status of the objects, and movement of an object in the real world (Yan & Weir, 2011).

According to the information recorded by the attributes of an event, the detected events are classified into different classes from the videos in surveillance. Based on the categories of an event, the detected events will be grouped as normal events and abnormal events. In the field of modern intelligence surveillance, detected events can be arranged in categories of normal events and abnormal events in line with how often a kind of event occurs by attributing analysis of events. If an event happens frequently, then assume that this kind of event is a regular event (Cong, Yuan, & Liu, 2011). Usually, an ordinary event itself is harmless for our human and living environment. Therefore, abnormal events are more concerning in surveillance. The definition of an abnormal event in the Oxford English Dictionary is that “deviating from the ordinary type, especially in a way that is undesirable or
prejudicial; contrary to the normal rule or system; unusual, irregular, aberrant” (Yin, Liu, & Mao, 2015). According to Kwon and Lee, an abnormal event is relative to a normal event, abnormal event is the irregular event from the normal event, and the occurrence frequency of an abnormal event is much lower than the normal event, but resulting in a high causality (Kwon & Lee, 2012). Due to its low occurrence frequency, it is very difficult to describe the details of an abnormal event. An abnormal event can be subtle, and it is difficult to predict the occurrence of an abnormal event. In order to describe and detect an abnormal event, the abnormal event is described based on normal events. (Huang et al., 2007) Because an abnormal event is significantly different from a normal event and is associated with activity and also normal events have commonality in terms of behavior. So, abnormal events can be described by normal events.

Detection of an abnormal event by video surveillance plays a pivotal role in the field of modern intelligence surveillance. Events will be able to be detected by extracting the features in the dimension of spatio-temporal (Romer, 2006). Different features can be applied to event detection from a surveillance video such as trajectory and time (Radinsky & Horvitz, 2013). A trajectory is the path of a moving object through space as a function of time. The position of a moving object in the video source is constantly changing with the changing of time during the movement. The event triggered by the moving of an experimental object is detected using the trajectory (Shotton, Rodrigues, & Trelles, 2000). The features are modelled by the Hidden Markov Model (HMM) to improve the detection of abnormal events (Jiang, Wu, & Katsaggelos, 2007).

Based on the model of a normal event group, the model can be applied to testing video data. The trajectory feature of a pedestrian in the testing video data will be extracted from the video frames and compared with the model of
the normal event group. The compared result will be recorded as the likelihood, in line with the similarity between the features extracted from the testing video and normal event group to define the event in testing, whether the video is a normal event or an abnormal event (Rock, 1986). Moreover, the time interval is also an important feature for event detection.

Due to these facts, it not only facilitates the surveillance system to record, but also allows us to conduct further analysis for the detected events like alarm making. Alarming is an important process based on detected events (Pustejovsky et al., 2003). When an abnormal event has been detected, the surveillance system should provide a warning to the user. The content of surveillance alarm making will be described in detail in a future section.

2.2 Surveillance Alarms

Alarms are widely implemented in the field of intelligence surveillance to improve the security of commercial, industrial, military and personal protection (Weber, 1985). Based on the processing and analyzing of a surveillance video, computers are able to detect events contained in the video source and generate alarms through an alarm system. This mechanism is called event-driven alarm making (Bandini, Bogni, & Manzoni, 2002). A number of examples are used for the description of event-driven alarm making such as border intrusion detection, human behavior detection, smoke and flame detection and so on. For intrusion detection, the intrusion of a predefined area by objects like pedestrians or cars will be detected as an abnormal event to trigger an alarm. For human behavior detection, the unusual behaviors of human targets such as falling, a sudden change in walking speed and hovering in the detecting area will be detected as an abnormal event and trigger an alarm. Smoke and flame detection can be applied in scenarios like a warehouse, museum, forest and so on. The alarm will be triggered by the appearance of
smoke or flame in the surveillance video.

According to the types of triggering conditions, alarms can be grouped into three categories: rule based alarms, probability based alarms and system based alarms (Lomi, Tonetto, & Vangelista, 2003). The rule based alarm is a relatively simple manner for alarm making. It is represented as “IF <condition> THEN <alarm> END” (Gomez & Dasgupta, 2002). The rule based alarm system is designed to monitor a specific condition to trigger an alarm, but it is inflexible. For example, the alarm system is set as someone opens the door, to make an alarm. The original intention is to prevent strangers, but how about when the person who opens the door is the owner of the property? So, the shortcomings of rule-based alarms will be considered in this project. The probability based alarm adopts the method of statistics; it generates an alarm by calculating the expectations of risks or errors (Huanxiong et al., 2011). For system based alarms, a type of system based alarm is the event-driven alarm. System based alarms such as event-driven alarms are able to generate the alarm in line with a rational analysis of different events. Therefore, it will be the developing trend of alarm making. The alarm can be released through a different way of expression. A solution in traditional surveillance alarm making applied lights, sirens and a loudspeaker to inform the occurrence of events (Withington, 1999). With the development of communication networks, people expect to receive the alarm promptly when something happens, no matter whether they are on the site or not.

Whether to generate the alarm for a detected event is an acute problem that needs to be handled seriously during the design processes of an alarm system. According to the demand of alarm making, decision making was used as a mechanism to improve the logic of alarm making (Artikis et al., 2014). Decision making is an interdisciplinary approach. A simple description of
decision making in the field of management is that decision making is an approach for selecting a feasible solution from two or more options.

In intelligence surveillance, a decision will be made through a relational network and the Decision Tree is a good example to describe the application of simple decision making in the intelligence surveillance. A Decision Tree is a decision support tool that uses a tree-like graph or model for decisions and their possible consequences, including chance event outcomes, resource costs, and utility (Kohavi, 1996). The Decision Tree originated from the 1960s to the late 1970s. Each branch on the tree represents a testing point of the attribute of data, also known as a node. When the testing data arrives at a node, it will predict the result according to the classification criteria (Kohavi, 1996). There are mainly three algorithms existing for Decision Tree algorithms: ID3, C4.5, and C5.0. The basic idea of these three types of Decision Tree algorithms is almost same: to contribute the node and classify the data according to the best result of attributes until arriving at the top of the tree. When the input data are partly random for decision making, the decision making will become complex. For complex decision making, the Markov Decision Processes (MDPs) has been introduced. The MDPs is a modelling tool for decision making based on a mathematical framework which is able to solve the problem of complex decision making (KallenberT, 2000). In addition, artificial neural networks can be applied for decision making and they simulate the process of decision making like a human.

With the development of surveillance systems, their function and applicability of the surveillance system are continuously improving. However, the false alarm is still an intractable problem that effects the accuracy of an alarm system and cannot be avoided. On the other hand, the missing of alarms should be more important to people. The term false alarm exists in many different
applications of alarm systems. The false alarm is triggered by an event other than the predefined trigger event (Hubballi & Suryannarayanan, 2014). The triggering of a false alarm is unnecessary and meaningless for an alarm system. Also, if an alarm system always generates a false alarm, that will cause the system to no longer be trusted by a user (Ray, 2013). A false alarm will not only reduce the trust in the alarm system by people, but also it will be result in the high cost of handling unforeseen circumstances. The United States Department of Justice estimates that between 94% and 98% of all alarms sent to law enforcement are false alarms (Sampson, 2011). Related to false alarms, the missing of alarms results in more serious consequences than false alarms (Alm & Osvalder, 2012). Compared with the high cost resulted by a false alarm, the missing of alarms causes harm to the lives of humans when the alarm system fails at the occurrence of abnormal events. Therefore, the reduction of false alarms to improve the reliability of an alarm system will be a major task for the design of an alarm system (Tibor et al., 2011). Before a solution is developed for the reduction of false alarms and missing alarms, the reasons why false alarms and the missing alarms are caused must be understood.

Numerous reasons will cause false alarms. Firstly, the selection and implementation of the sensor will be one reason for the cause of a false alarm. For example, applied ultrasonic wave sensors in the area have a high probability of generating a false alarm. Secondly, changes of environment such as air flow, illumination and magnetic field also affect an alarm system (Hu & Yi, 2016). Thirdly, the aging and failure of surveillance circuits and facilities are factors for producing false alarms. Finally, the most important reason of the causing for a false alarm is the human factor. Improper operations of a user will trigger the alarm device accidentally (Hu & Yi, 2016). Once the causes of false alarms are recognized, solutions will be able to be developed.
The fundamental method to reduce false alarms and improve the adaptability and reliability of alarm systems, is to improve the performance of sensors (Huicong, 2002). Improving the training of users is also an imperative way for reduction of false alarms. In the technique part, there are some algorithms developed to solve this problem. There is an algorithm (Liang, 2011) called non-linear model (NLM). The mechanism of NLM is that if an alarm system generates too many false alarms, the alarms will be automatically inhibited by the algorithm to reduce the further false alarms. The introduction of the non-linear model can reduce the false alarm rate and the cost of system resource, but the disadvantage is that the NLM results in a high missing report when applied to the mechanism for inhibition of false alarms (Mark, 2005). The linear convergence model (LCM) is a simplified version of the non-linear model and is more efficient for low configuration systems (Xiaoli, 2009). In addition, the method of machine learning such as Naive Bayes, Decision Trees, SVM and ANN can also be applied to reduce false alarms (Baumgartner, Rodel, & Knoll, 2012).

2.3 Artificial Neural Networks

Artificial Neural Networks (ANN) are a series of models to simulate the biological neural networks of human or animals (Yegnanarayana, 2009). The main objective for the development of artificial multilayer neural networks is to simulate the mechanism of the real brain of a human to let a machine be more intelligent by using machine learning (Marcus, 2015). The basic structure of a multilayer neural network is a collection of neurons, each distributed in several levels and connected to construct a layered network structure (He & Xu, 2010). Therefore, ANN is a simulation of the structure and working methods of the real biological brain. The advantage of a working ANN is that the researcher can simply input source data to the network for training and then the result of the analysis will be output without any user
interventions because the ANN will automatically calculate the result on each neuron based on the obtained weights (Hayashi, Setiono, & Azcarraga, 2016). The training process determines the value of the weight on each neuron. Similar to a real brain, ANN requires a large amount of training data and computations. Based on these characteristics, ANNs are able to make complex decisions.

A working artificial neural network requires a training process to achieve full functionality (Dreiseitl & Ohno-Machado, 2002). The training of an ANN is based on inputting of external data to adjust the weight value of each neuron based on the learning rules, and finally to make the network have some expected output behaviors. The most common learning rules are the Hebb learning rule, competitive and cooperative learning, Randomly Connected Learning and so on (Jain, Mao, & Mohiuddin, 1996). Based on the different learning rules, the ANN will be trained.

According to the difference in training environments, the training of an ANN can be divided into mainly three types: supervised learning, unsupervised learning and semi-supervised learning. Supervised learning requires a set of training samples known as a training set. The training set contains the known data and the corresponding outputs. Usually, the known data is stored in a vector and the expected output will be a continuous value or a tag on the vector (Mitchell, 1999). The training data will be input to the ANN in training, and finally, the best model of this dataset will be obtained. During the training process, the error between the output value and the expected output value will be checked. If the value of an error is too big, a new training process will start adjusting the parameters of ANN and the process will be repeated until the error reaches a minimum value.
For unsupervised learning, there is no need for a training sample. The neural network observes the data in the light of the extraction of statistical features and learns by itself. Also, the result will not be checked during the training process.

Semi-supervised learning is a type of learning method between supervised learning and unsupervised learning (Zhu, 2011). For the application of this training method, supervised learning is able to classify the targets to predefined categories, and it is usually applied for pattern recognition. Unsupervised learning is usually applied for clustering by calculating the similarity of targets (Wang, 2003). A number of different models of ANNs have been developed such as Perceptron, BP neural network, Hopfield model and ART network.

In recent years, deep learning has become more popular in the field of computer vision (Hinton et al., 2006). The introduction of the deep learning method is based on the research of artificial neural networks. Actually, the deep learning method is a branch of artificial neural networks. For a normal artificial neural network, there are usually three to four hidden layers existing in the network (Murata, Yoshizawa, & Amari, 1994). For a deep learning neural network, the hidden layer of the neural network has the ability to reach eight to ten layers due to the use of special training methods. The root cause of this distinction is the difference in training algorithms. The algorithms developed for deep learning are based on the layer-wise training mechanism (Jin et al., 2000). The reason is the traditional training mechanism for artificial neural networks is based on back propagation. Back Propagation (BackProp) uses the iterative algorithm to train the entire network like chain rules, randomly sets the initial value, calculates the current network output and changes the parameters of the previous layers according to the difference between outputs until convergence. However, with the increasing number of
layers, especially for a deep network which is more than seven layers, the residual propagation to the front of the layers has become indistinguishable. This results in a diffusion gradient to the deep network and affects the accuracy. Similar to other machine learning methods, deep machine learning methods also have supervised learning and unsupervised learning. In accordance with the different learning frameworks, the function and characteristics of the trained network will be also different. For example, the Convolutional Neural Networks (CNNs) is a famous and popular deep learning model based on supervised learning. The Deep Belief Nets (DBNs) is another deep learning model utilizing the unsupervised learning mechanism. With the introduction of deep learning methods, the computer will be able to cope with more complex issues and data in fields like computer vision, decision making, nature language processing and so on.

2.4 Related Work

With rapid growth in the number of vehicles, the safety and effectiveness of transportation environments are also facing enormous challenges. To ensure the safety and effectiveness of transportation systems is a broadly concerned topic is a main objective for the development of an intelligent surveillance system (Lu et al., 2008).

Before proposing solutions to improve the safety of a transportation system, an understanding of the components is necessary. The elements of a transportation system have multiple types. Broadly speaking, any persons or objects that are running on the road can be considered as participants of a transportation system. To be more specific, the participants of a transportation system can be divided into two main categories. One category contains all the pedestrians; the other category comprises the vehicles including cars, trucks, buses and so on. There are a large number of pedestrians and vehicles existing
in the urban traffic environment. This will cause the environment of the transportation system to be more complex with increasing numbers of pedestrians and vehicles. Also, it will cause some problems that impact on the safety and effectiveness of the traffic transportation system by the complexity of the environment. The main problem that impacts on the safety and effectiveness of a transportation system is violation of traffic rules. There are multiple situations being considered such as the traffic violations like running a red light and speeding. The traffic violation is an illegal behavior and it will not only cause traffic accidents, but also it will be result in traffic jams. Therefore, detection of traffic violations would be the core issue of an intelligent surveillance system in the traffic scene. To be more specific, an intelligent surveillance system or a smart transportation system should be able to detect wrong things at a particular time and location. The wrong things are also known as abnormal events, and the detection object will be the participants of a transportation system including both pedestrians and vehicles.

At present, the safety and effectiveness of a traditional transportation system is expected to be improved through technical means. The concept of a smart transportation system has been introduced. The intelligent transportation system (ITS) is a main trend for the development of transportation systems. The intelligent transportation system is able to reduce traffic load and environmental pollution, ensure traffic safety and improve transport efficiency with timeliness and accuracy.

Intelligent transportation can be considered as a refinement branch of intelligent surveillance in the traffic scene. Intelligent surveillance includes a few components to ensure the normal operation of the system. As an important component of intelligent surveillance, alarm making is able to make the alarm respond to those abnormal events which exist in the traffic scene but it is very
hard to develop a system to make all alarms. Therefore, the only solution is to
detect abnormal events under predefined rules. In order to provide alarms for
all abnormal events, the detection of events has become a key point to
achieving the goal (Krumm et al., 2000). As mentioned in Chapter 1, the events
are triggered by an object moving or changing status. Thus, the detection of a
moving object will be the prerequisite for alarm making.

A number of technologies and methods can be applied for the detection of
moving objects based on different sensors such as infrared sensors (IR), radar,
sonar, camera and so on. A camera-based surveillance system has advantages
in compatibility, feasibility, stability, reliability, robustness, better cost-
effectiveness and so on. Based on the advantages of the system, it has
gradually become a main trend to achieve the purpose of moving object
detection. Some methods can be applied to achieve moving object detection
such as background subtraction, optical flow and frame difference (Robert,
2000). In this project, a camera will be implemented as the sensor to capture
the video as the input source for experiment. If there are objects moving across
the view of the camera, the system will be able to decide and make
corresponding alarms and notify the user automatically.

When the system is setup, the video of traffic will be input to the system and
the moving objects will be separated from the background (Rui, 2009). A video
is an actually a set of static frames, and the location of a moving object should
be different in each frame but the location of a static object and the background
will be same in each frame. So, the video will be converting into a number of
frames and processing each of them. For each frame, the original frame will
convert to a gray image by changing the proportion of RGB. The gray image
will remove all the color information and contain different levels of gray
information from 0 to 255 which is much easier for a computer to process. But
the gray image still has a lot of noise. The noise is blemishes that exist in the images or videos and it is usually caused by electromagnetic interference and bad light conditions. In order to remove noise, the process of image enhancement is required to make the image clearer with better quality. The moving objects will be detected from the preprocessed frames using background subtraction and bounding boxes will be drawn around the detected objects. There is a new method called three-frame difference. It is an improvement of frame difference (Grzegorz, 2004) to improve the result of moving object detection. Moving object tracking methods will also be implemented. The tracking method is to select Kalman filtering to predict the location of a moving object in the next frame based on the information collected from previous frames. The information of trajectory for moving objects will be recorded. From the information of trajectories, the tracked moving objects that include both vehicles and pedestrians will be able to trigger a set of events such as object turn-up and object lost (Koller, Daniilidis, & Nagel, 1993). These events belong to normal events. The important point is to distinguish which object is a car and which is a pedestrian. In order to solve this problem, the feature of a detected object will be extracted and input to an artificial neural network to distinguish the type of moving object by the machine learning method. The artificial neural network will be trained using the training dataset gained from the website of the computer vision organization. The features extracted from the tracked moving object will be compared with the features that are utilized for the training process of the artificial neural network. There are different features extracted from the training sample and testing sample such as HOG and LBP. Therefore, the selection of features and the performance of the classification method will be tested in this experiment. In order to reduce false alarms, it is expected the performance of the sensors will be improved (Huicong, 2002), and some algorithms developed. The non-linear model can reduce the false alarm rate
and also reduce the cost of system resource but will result in a high missing report (Mark, 2005). The linear convergence model is a simplified version of the non-linear model and is more efficient for low-configuration systems (Xiaoli, 2009). In addition, the method of data mining such as Naive Bayes, Decision Trees, SVM and $k$-NN can also be applied for the reduction of false alarms (Baumgartner, 2012). The algorithms and threshold value for triggering alarms will be tested by WEKA in this project.
Chapter 3
Methodology

This chapter provides an articulate description of the methodologies and methods adopted in this thesis. Firstly, the limitations and issues of the current surveillance system are outlined and then the research question for these shortages and issues in this thesis is proposed. Potential solutions to solve the research question are made and related resources are described.
3.1 Research Question

The main objective of this thesis is to develop a computer vision based alarm making approach to improve the safety of vehicles and pedestrians in traffic scenes. The system should be able to detect the events triggered by moving objects in the video and make alarms to notify users when an abnormal event is detected. As a fundamental module, the video processing module is responsible for detection and tracking of moving objects in the video. Based on the results of moving object detection and tracking, the system will be able to recognize the type of moving object through another module called the recognition module. The rate of recognition is very important for effective event detection and alarm making. Finally, the alarming module must be able to work correctly.

From reviewing and learning of computer vision techniques and methods from the literature, there is a clear and systematic overview of the implementation of a computer vision based surveillance application. However, there are so many techniques and methods existing in the field of computer vision, it is important to select the most appropriate and effective one for this project, because the utilization of an appropriate method will not only be able to improve the efficiency of the program but also improve the accuracy of the system. Therefore, the main research question of this thesis is established as:

*Question:*

*What kind of computer vision techniques and methods are eligible to be utilized for the implementation of a computer vision based alarm making system in the traffic scene?*

In order to propose a solution to the research question proposed above,
technologies and methods of moving objects detection, especially pedestrian
detection, and the related techniques of computer vision and artificial neural
networks, should be evaluated and selected before they are implemented to the
alarm making system. Therefore, this project intends to analyze and test the
relevant methods for the development of the desired system.

3.2 Research Method

The experimentation research method is a main research method for natural
science research. The researchers have been able to organize the relationship
between theory and practice based on the adoption of an experimentation
research method. The experimentation research method is a controllable
research method involving the changing of one or more variables to predict
the impact on the experimental object. The six main steps for the
experimentation research method procedure are as follows:
(1) Identify the research question according to the actual demand and literature
review.
(2) Make a logical speculation based on the theory and put forward the
hypothesis propositions.
(3) Design the research procedures and methods.
(4) Collect relevant data from the experiment.
(5) Data analysis. Use the relevant data collected from the experiment to test
the proposed hypothesis propositions.
(6) Explain the results of the data analysis, summarize the conclusions and
suggest further research and improvements.

The advantages of the experimentation research method are mainly in the
following aspects: Firstly, the experimental researchers have independent
autonomy and are able to decide the study variables, design variables and so
on according to the hypothesis made. Secondly, the experiments can take place
over time and data can be collected at different times. Thirdly, the results
obtained from the experimentation research method are more convincing and allow the reader to assess the believability of the experiment results. The fourth point is that the experimentation research method is able to effectively control the effect of the variables. Therefore, the experimentation research method has been selected as the research method in this research experiment. In order to facilitate and unify the description of the various experimental designs, the experimental design is often indicated by different symbols.

- **O** — Experimental Object
- **X** — Experimental Variable
- **Y** — Measurement Result
- **C** — Overall Result

Based on the formal research approach explained above, the experiment design in this research is shown as:

The research question is “What kind of computer vision techniques and methods are eligible to be utilized for the implementation of a computer vision based alarm making system in the traffic scene”. Against the research question, it is assuming that the artificial neural network is able to improve the recognition result of pedestrian detection and reduce the false alarm rate in the traffic scene. Which means the results of experiment with different parameters will be compared. If $C_1 < C_2$, then $X_1 < X_2$ the parameter will be more suitable for the experiment. There are two video sources capturing for the experiment and they will be explained in the following sections. Take the video clips as the research objects, named O1 and O2. Apply a set of video processing and morphological processing such as moving objects detection, tracking and separating. The processing result will be input to the different pre-trained artificial neural networks with different layer numbers, training times
and sample numbers. The recognition results will be recorded by the number of frames. For each variable, the result will be recorded as Y, and then the data of Y will be adding together and divided by the number of variables to get an overall result to measure the difference in performance. The calculations of the results for each group in the experiment are shown in the Table 3.1.

<table>
<thead>
<tr>
<th>Objects</th>
<th>Variables</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>Y11</td>
<td>Y12</td>
<td>Y13</td>
<td></td>
</tr>
<tr>
<td>O2</td>
<td>Y21</td>
<td>Y22</td>
<td>Y23</td>
<td></td>
</tr>
<tr>
<td>O3</td>
<td>Y31</td>
<td>Y32</td>
<td>Y33</td>
<td></td>
</tr>
<tr>
<td>Overall Result</td>
<td>C1</td>
<td>C2</td>
<td>C3</td>
<td></td>
</tr>
</tbody>
</table>

According to Table 3.1, the results of the experiment indicate the difference between the impact for different X1, X2 and X3 where:

\[ C1 = \frac{(Y_{11} + Y_{21} + Y_{31})}{3} \]
\[ C2 = \frac{(Y_{12} + Y_{22} + Y_{32})}{3} \]
\[ C3 = \frac{(Y_{13} + Y_{23} + Y_{33})}{3} \]

Then compare the data from different groups and the variance analysis on the mean values. The experimentation research method still has limitations for the experiment in this research. Firstly, the results depend on the capacity of the training database: with a different training sample, the result will be different. Secondly, the training process of an artificial neural network is uncontrollable. During the training process, the nodes are self-organized which means a different organization of nodes in an ANN will impact on the data consistency and reduce the conclusion validity.
3.3 Processing Environment

As a foundation and a necessary condition to ensure the smooth progress of the experiment for the system development, the run-time environment of the experiment will be briefly introduced in this section, and it is helpful for measuring the performance. A computer was used as the main equipment in this study. This computer has an Intel Core i7-3720QM CPU installed with quad-core and eight threads which allow multitasking in 2.60 GHz at the default setting and with turbo boost to 3.60 GHz. This ensures the smooth running of the program developed in this project. As a computer vision based experiment, an independent graphic chip allows the program to run much faster than integrated graphic cards. For internal storage, the 8G DDR3 memory will be able to store the temporary data during the running of the program. For external storage, a 250G SSD was installed for the storage of sample data and testing data. The SSD can provide a better access speed for the experiment data. There are mainly three software which will be utilized in this experiment. Developing the platform and testing the software to measure the performance of the computer vision based alarm making system will be taken into consideration in this project. First of all, the computer was installed the Windows 10 Professional Operating System which is an X64 version to allow the installation of our developing software and testing software. Secondly, the popular software, Matlab, will be utilized as the developing platform for our experiments. There are different versions of Matlab available to download and install, but the functions and modules being slightly different between the different vision of Matlab software. In this project, the Matlab R2015b was selected as the developing platform to developing and testing the methods and algorithms that implemented in this thesis. The reason for using the Matlab R2015b in this experiment is that there is a toolbox integrated into this version of Matlab named Computer Vision Toolbox. The Computer Vision
Toolbox is able to provide a set of built-in functions about video and image processing for the developer to use and it is helpful to simplify the developing progress and allow the code to run with higher performance. Also, an Artificial Neural Network Toolbox is allowed to build, train and connect the artificial neural network to the video processing module for recognition. Lastly, in order to test and compare the processing results of the artificial neural network and other methods, another software was utilized as a testing tool in this project, named WEKA. WEKA was born in New Zealand, the full name of WEKA being Waikato Environment for Knowledge Analysis, and it is a popular suite of machine learning software written in Java, developed at the University of Waikato in New Zealand. As a public data mining platform, there are so many algorithms integrated into WEKA for data mining and machine learning tasks. Therefore, the results will be tested and compared with this tool. In addition, there is a Java environment required for the running of WEKA.

3.4 Data Acquisition

The acquisition of the video source and the dataset will be described in this section. There are two videos captured for the experiment of video processing. The two videos captured should meet the requirements for our experiments. The first video sample was captured by the built-in camera of an iPhone 5 mobile phone. The iPhone 5 mobile phone was equipped with an iSight camera which has eight megapixels and an f/2.4 aperture and allows capture of the video at a resolution of 1920 × 1080 (1080P) and a speed of 30 frames per second. The video captured for this part has a person walking across the view of the camera from the right-hand side to the left-hand side with a normal walking speed of about 5 kilometers per hour. The video is captured in the daytime for better illumination conditions, and the background is static without any other moving objects except the walking pedestrian in the video. The camera is also fixed without shaking. Figure 3.1 shows several frames of the
video for the evaluation of moving object detection and alarm making.

The second video sample was captured by a Canon 5D Mark III SLR camera. The camera was able to capture the video at a resolution of $1920 \times 1080$ (1080P) and a speed of 25 frames per second. Because this video will be utilized for the moving object tracking, the video has multiple moving objects. The video is captured for an intersection at the corner of a very tall building. There are moving objects in this video including cars, buses and pedestrians. The objects in the video are moving randomly. The vehicles in the video are moving along the road at different speeds and the pedestrians in the video are
moving in all directions. Because the video is captured in a real situation, the vehicles in the video have different motion states including stopping, increasing speed, constant speed and decreasing speed. Also, the shooting direction leads to the vehicles overlapping one and another. The pedestrians in the video also have the opportunities to overlapping with each other. In addition, outside interferences also exist in the video such as swinging trees, flying birds and flags and so on. Figure 3.2 shows the frames of the video for the evaluation of moving object tracking etc.

Another part of the system to be implemented in the experiment is the artificial neural network. An artificial neural network is a powerful machine learning method requiring a vast quantity of data training the network to achieve the
goal of pedestrian recognition. The dataset collected for training and testing the artificial neural network will be described in this section. Plenty of datasets are available and utilized for the pedestrian recognition.

The INRIA dataset was selected for the experiment, and the INRIA person dataset was selected as part of research work on detection of people in images and videos. The dataset of the INRIA person dataset is available to download from the website of INRIA (http://pascal.inrialpes.fr/data/human/), and there are 2436 images collected in the dataset with a size of 980MB. The resolution of all the images has been modified to a size of $64 \times 128$. The INRIA person dataset contains two groups of images: positive samples and negative samples. Figure 3.3 shows a part of the positive samples in the INRIA person dataset. In the selected examples, there are 614 images and 2416 pedestrians. The pedestrian images collected in this data set are all standing and view angles are various including front, back and from various sides. In addition, the people who are riding a bicycle or skateboard are also grouped into the class of pedestrian.

![Fig. 3.3 Example of Positive Sample in INRIA Dataset](image)

Figure 3.4 shows some of the negative samples in the INRIA person dataset. The selected examples include 1218 images, and these images have non-
pedestrian objects such as cars, a toll machine and buildings. The negative samples will be input into the artificial neural network for training.

![Example of Negative Sample in INRIA Dataset](image)

**3.5 Performance Metrics**

Performance is an important measurement of the quality of the approach for developing in the experiment. Usually, the performance and quality of the system cannot be evaluated arbitrarily. On the contrary, rational analysis and evaluation of the results generated in the experiment should be provided. In this experiment, the machine learning methods will be utilized and implemented for pedestrian recognition. Therefore, a confusion matrix in pattern recognition will be selected as the tool to calculate the value of precision, recall and accuracy for the performance evaluation of the system. The details of the confusion matrix will be described in this section.

The experiment will show different results including precision, recall and accuracy to measure the performance of the methods tested in this project for the classification. In order to calculate the value of precision and recall, the confusion matrix will be applied to this classification. As shown in Table 3.2, the confusion matrix is very helpful for understanding and calculating the precision and recall values.
The confusion matrix shown in Table 3.2, shows the true positive (TP), true negative (TN), false positive (FP) and false negative (FN). The TP value predicts true and actually true, the FP value predicts true but actually false, the FN value predicts false but actually true and the TN value predicts false and actually false. Then use eq. (3.1) to calculate the value of precision, eq. (3.2) to compute the value of recall and eq. (3.3) to count the value of accuracy for the performance measurement. In addition, cross-validation is required in this experiment for the validation of accuracy.

\[
Precision = \frac{tp}{tp+fp} \quad (3.1)
\]

\[
Recall = \frac{tp}{tp+fn} \quad (3.2)
\]

\[
Accuracy = \frac{tp+tn}{tp+tn+fp+fn} \quad (3.3)
\]

In order to describe the performance of the system developed in the experiment more intuitively, the \( F \) value was introduced to this experiment to help us compare this work with others. The \( F \)-value is calculated as the value of precision and recall obtained from the testing results.

\[
F = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \quad (3.4)
\]

According to the comparisons between these values, the performance of the
methods tested in this experiment will be easily understood and compared with the work of other researchers.
Chapter 4
Design and Implementation

The implementation of the experiment is presented in this chapter and the research processes of alarm making are demonstrated with originality and innovation. The research process has been conducted in several steps. The ANNs for the abnormal event detection and alarm making approach will be demonstrated in this chapter. By reviewing the details of each step, the experiment results will be reproduced.
4.1 Video Processing

The project detects abnormal events and makes alarms from the surveillance video source. The detection of abnormal events from a surveillance video source is a fundamental process for alarm making. In the light of the correct detection of abnormal events, the accuracy of alarm making for abnormal events will be better. As a computer vision based surveillance system, video processing will be the first component of the system. There are mainly three stages to detect the events from the surveillance video source: video pre-processing, moving objects detection and multiple objects tracking. The details of video processing will be described in this section. By reviewing the details of the implementation described in this section, the experiment will be able to be repeated step by step.

4.1.1 Video Pre-processing

A camera captures the input from the surveillance video source. The details of the camera include the model and resolution, the aperture being introduced in the previous section. Also, the properties of the video files are described. Actually, the video is a collection of a number of frames, and the frames are a static image of the view of the camera at a specific time. When the frames are formed as a contiguous sequence and played continually, the objects captured in the video will be ‘moving’. Based on the characteristics of the video, the computer programs deal with the video file frame-by-frame rather than processing the whole video file. Therefore, the first step of the video pre-processing is to separate the surveillance video into a series of frames and tackle each of them. In this project, the frames from the surveillance video file are also known as the original image; the moving objects will be able to be extracted from the video for event detection. Figure 4.1 shows an example of an original image converted from the surveillance video.
The second step for the pre-processing of the frames is to convert a color image to grayscale. The original image is a color image, but our system is based on grayscale imaging to find the location of moving objects. The original intention of the conversion of the color image to a grayscale image is to reduce the amount of data for processing and improve the performance of the program. The weighted average method is a most popular method and the conversion of the RGB color image to a grayscale image by the weighted average method can be defined as:

$$Gray = 0.30 \times R + 0.59 \times G + 0.11 \times B$$  \hspace{1cm} (4.1)
For the implementation, the command rgb2gray can be applied in Matlab to complete the conversion. Figure 4.2 shows the gray image converted from the original image in Matlab.

Fig. 4.2 Samples of Gray Scale Frames

In order to remove the noise in the grayscale image and improve the quality, an image enhancement has to be applied to the grayscale image, making the grayscale image clearer.
Based on the grayscale image, a background image was made, and then the
background image and grayscale image were superimposed to get an enhanced grayscale image. The useful information in the enhanced grayscale image will be more prominent than in the original gray scale image. Figures 4.3 and 4.4 show the comparisons between a grayscale image and an enhanced grayscale image. They also show the histograms of the gray scale image and the enhanced grayscale image.

Image binarization is the last step of the video pre-processing. Image binarization is processed based on the gray scale image. The gray level of a pixel in the grayscale image is set between 0 and 255, where 0 represents black, and 255 represents white. Any other levels from 1 to 254 are represent by a different level of gray. The process of binarization is to make a boundary between white and black. The calculation of threshold value for binarization is to add up the highest and lowest gray scale value of an image and divided by two. The binarization is helpful in making the bright object clearer in the image and remove the dark objects. The bright object has a higher probability to represent the moving objects which is helpful for the moving objects detection in the next step. Figure 4.5 shows an example of an image after binarization processing.
4.1.2 Moving Objects Detection

Events can be triggered by moving objects. Therefore, in order to detect the events that are contained in the surveillance video, moving objects should be extracted from the surveillance video first.

Background differencing requires modelling of the background image (Liu, Ai, & Xu, 2001). Based on the different modelling methods, the researchers have presented a large number of methods for the process of background differencing: average model, median model, Single Gaussian Model, Gaussian Mixture Model and so on (Li et al., 2003). The Gaussian Mixture Model (GMM) was selected as the background modelling method for moving objects detection, also known as foreground detection. GMM is able to create a
number of models to represent the features of each pixel. The principle of the GMM based foreground detector is, for foreground detection, each pixel in the current frame will be matched with each pixel in the GMM, and these two pixels should have exactly the same position (Mittal & Paragios. 2004).

In Matlab, there is a foreground detector built into the Computer Vision System Toolbox for moving objects detection based on GMM. Rather than immediately processing the entire video, the foreground detector requires a certain number of video frames to initialize the GMM. The first ten frames were selected as the training frame to initialize the GMM which is helpful for video processing to get better performance (Piccardi, 2004). The number of the GMM was set at five which is the most popular parameter for background modelling by a GMM (Pilet, Strecha, & Fua, 2008). The procedures of GMM moving objects detection can be described as:

1) Feature extraction from a number of training frames,
2) Application of extracted features for background modelling,
3) Feature matching between the current frame and GMM,
4) Foreground detected and displayed.

\[
\frac{|x - \mu_i|}{\sigma_i} < K
\]  

(4.2)

In the course of object detection, the background and static objects will be removed from the video, and the moving objects including pedestrians and vehicles will be shown in the video. Figures 4.6 and 4.7 show a comparison between the detected foreground by frame differencing and the GMM. Based on the detected foreground, further processing can be carried on.
After the detection of moving objects, a viewable mark is required to identify the moving objects frame by frame. A bounding box or Region of Interest (ROI) is selected to identify the moving objects. There is a built-in function called ‘vision.BlobAnalysis’ provided in the Computer Vision System Toolbox in Matlab to produce the bounding box for the detected targets. Figure 4.8 shows the moving objects marked with bounding boxes.
4.1.3 Setting the Monitoring Region

In order to achieve the goal of event detection, a monitoring area must be created to trigger the alarm. The triggering condition can be set as “If a car and a pedestrian appear in the detecting area at the same time.” When the pre-defined triggering condition has been satisfied, the alarm will be triggered. There are two advantages for the setting of the monitoring region. Firstly, the area allows the program to focus on the information within a specific area and reduce the amount of data for processing. Secondly, any other information such as flying birds or shaking trees will be removed from the processing area.
As shown in Figure 4.9, the detected region for the experiment in this project was set by the mask or sillouette. Actually, the mask is a filter to remove all the information in the pre-defined area. The mask frame in Figure 4.9 was superimposed to all of the binary frames so there is nothing outside of the detecting area. Figure 4.10 shows a frame after the setting of the detecting area.

Fig. 4.9 The Mask for Detecting Area Setting

Fig. 4.10 The Detected Region or the Region of Interest (ROI)
4.1.4 Moving Objects Localization

The coordinates of a moving object represent the location of the object in the surveillance video. Depending on the coordinates, the detected moving object can be extracted from the surveillance video based on its location, then it will be able to trigger an alarm. For the details of the coordinates, on one hand, the moving objects are moving in a two-dimensional space, so the coordinates of a detected moving object are expressed as a pair of numbers: one number of these two represents the position in the direction of the X-axis, and the other one is the position in the direction of the Y-axis. On the other hand, the moving objects in a two-dimensional space occupy a certain area; each pixel contained in these areas has coordinates in the same coordinate system.

Fig. 4.11 The Centroids of Moving Objects

In order to determine the location of a moving object in the surveillance scene, the centroid of the moving objects was selected to represent the location of a moving object. The command ‘CentroidOutputPort’ was applied to the centroids obtaining in the Matlab in this project. Furthermore, the centroids were utilized for the object’s segmentation in subsequent steps. Figure 4.11
shows the marked centroid points of the moving objects.

4.1.5 Multiple Objects Tracking

Moving objects detection based on the analysis of morphology is able to provide the spatial relationship between the environment and the object itself in a single frame (Li et al., 2013). However, a surveillance video has the information of temporal and spatial. In the view of the human visual system, people see moving objects moving across their field of view; people understand an object in different frames is exactly the same object (Yang, Pan, & Li, 2005). However, the moving objects in different frames are separable, independent and different from the point of view of the computer (Kim & Hwang, 2002). In other words, the computer vision system only extracts the current location of the moving objects in a current frame rather that a complete motion trajectory of the moving objects (Pfoser, Jensen, & Theodoridis, 2000). In addition, the detected moving objects have the chance to hide or to be overlapped by other static objects like buildings, trees and so on (Saunier & Sayed, 2006). Hence, techniques of multiple objects tracking have to be applied in order to ensure the coherence of the motion information (Li, Winfield, & Parkhurst, 2005). The multiple objects tracking method used in this project is Kalman filtering. Kalman filtering is a computer vision based algorithm which is provided in the Computer Vision System Toolbox of Matlab (Li et al., 2010). Kalman filtering is able to predict the location of a moving object in the next frame (Simon, 2010) according to the motion information extracted from the previous frames, and the predicted new location will be updated when the location of the moving object has been received (Lipton, Fujiyoshi, & Patil, 1998).

During implementation of multiple objects tracking in Matlab, five functions have been created to achieve the goal of multiple objects tracking. Firstly, the
function named ‘Initialize Tracks’ will be able to create an array for the storage of detected tracks. The initializing information for each track includes an integer ID for each track, the coordinates of the centroid and bounding box and the present interval and so on. According to the initialization of trackers, it will be able to construct a structure to manage each tracker. When a moving object has been detected, the function named ‘Assign Detection to Tracks’ is able to assign the detected moving object to the array that has been initialized by the ‘Initialize Tracks’ function. Each detected object will be assigned an ID, and the coordinates of the centroid and bounding box, the present interval and other related information will be recorded as a new track. Once a detected moving object has been assigned to the trackers, the system will be able to predict the new location of the detected moving object in the next frame using Kalman filtering (Peterfreund, 1999). Kalman filtering is able to predict the location of moving objects in the video based on their current location (Stauffer & Grimson, 2000). The function named ‘Predict New Location of Tracks’ has been created in Matlab for the purpose of location prediction using Kalman filtering and it is also known as the predicted phase of Kalman filtering. Another phase exists in Kalman filtering called update phase. Because the predicted result of Kalman filtering is slightly different with the real location of the moving object, when the moving object appears in the next frame, the real location will be able to extract it and it should be updated correctly. The function named ‘Update Assigned Tracks’ has been created for updating. Finally, if a moving object has disappeared or is moving out of the monitoring area or the field of view, the information of the object’s track must be deleted. The function named ‘Delete Lost Tracks’ has been created for this purpose. Each track has recorded information of the present interval for each detected moving object, and if the objects disappear for too many frames, the object will be considered as a lost track and the information of this track will be deleted from the array of the trackers. Figure 4.12 shows detected moving
objects applied in the tracking algorithm. Each detected moving object has been assigned to different trackers and each tracker uses a different color to draw the bounding box to distinguish the different tracks and labelled IDs.

Fig. 4.12 Detected Moving Objects Applied Tracking
4.2 Abnormal Event Detection

Although the moving objects in the surveillance video have been detected and tracked based on a set of video processing methods and techniques, the result of the detection and tracking contains various types of objects such as pedestrians, vehicles and so on. Artificial Neural Network (ANN) is a powerful and popular classification tool in the field of computer technology, and are also widely utilized for data analysis, clustering, pattern recognition and so on. ANNs provide a systematic and clear overview of the features, structure and the working process (Zelnik-Manor & Irani, 2006)). In this section, the configuration, training, testing and implementation of ANNs used in the project of this thesis will be described.

4.2.1 Dataset Description

According to the description of the ANN, it requires a training process. Hence, a suitable dataset is required to complete the training of the ANN. There are a plenty of human video datasets which have been utilized for human behavior recognition. Moreover, the human body can be seen as specific video frames with two-dimensional motion. In this project, the datasets from INRIA will be utilized for pedestrian detection. In the positive sample, there are 614 images and 2416 pedestrians. The pedestrians in this dataset are all standing and view angles are various including front, back and from various sides. The negative samples of the INRIA person dataset include 1218 images, and these images are non-pedestrian. The negative samples will be input into the neural network for training the neural network.

4.2.2 Feature Extraction

The INRIA person dataset provides a vast quantity of positive and negative
samples for the training process of the ANN. But the samples collected in the INRIA person dataset are saved as image format. The problem is that the image data cannot be input into the ANNs directly for training and testing. Therefore, the abstract information must be extracted from the images. The abstract information extracted from the images contains representative data of the images known as a “feature”. In this project, the HOG feature and LBP feature have been extracted from the images collected in the INRIA person dataset to compare and test the recognition performance in the following sections.

HOG (Histogram of Oriented Gradients) is a kind of classification feature that usually utilized for the recognition of human body. The working process of HOG is to detect the appearance and shape of a local object using light intensity gradient or edge distribution. Before the extraction of HOG feature, we have to segment the image into a number of small connection regions which called ‘cells’. Each of cell generates a histogram of oriented gradients, or cell edge direction of one pixel, the collection of these histograms will be able to express the HOG feature of an image. The length of the HOG feature is affected by the segmentation of ‘cell’. With the increasing number of cells, there are more feature will be extracted from the image. But it is not necessary to extract the HOG feature for each cell because of the processing speed. Therefore, we further segmented the image to a number of ‘blocks’ and extracted the feature for one cell in each block as the sample of this block. According to the segmentation of blocks, the length of the extracted HOG feature will be shorter that the feature extracted for each cell to reducing the data amount of processing.

LBP (Local Binary Pattern) is an operator to describe the local texture feature of an image. The advantage of this operator is the characteristic of rotational invariance and gray scale invariance. Therefore, LBP is a simple and effective
algorithm for feature extraction. LBP describes a relationship between a pixel and the others around it. The extraction of LBP depends on the grayscale of the image. For one target pixel, there are at more than 8 pixels around it, if the gray scale level of surrounding pixels is greater than the grayscale level of the pixel in the middle, they will be marked by 1. On the contrary, they will be marked by 0. The eight-bit binary number will be the LBP feature of the pixel in the central. For the LBP extraction in practice, the original image will be divided into a number of cells with a fixed size usually using the size of $16 \times 16$. After that, we applied this method to obtain the eight-bit binary number and then calculate the histogram for each cell and applied normalization to the histograms. Finally, we combine all the histogram of cells to get a feature vector of the whole image. According to study, because of the cell size for sampling used in LBP is much bigger that the size of cells used in HOG, the length of extracted LBP feature will be shorter than the length of HOG feature, the processing speed will be much faster that HOG feature.

4.2.3 Artificial Neural Network Design

Artificial Neural Networks (ANNs) have been applied to classification for pedestrian recognition in this project. The details of the ANN have been described in the previous section. Hence, the implementation of ANNs that will be described in this section include the organization of data, training process, parameter setting and so on.

The training data is a core element to establish a functional ANN. Through feature extraction, a set of the feature vectors is obtained for both positive and negative samples, but the data still cannot be input into the ANN classifier for training directly because the classifier cannot distinguish whether a feature vector was extracted from a positive sample or a negative sample. Therefore, before the start of the training process, the data needs to be organized through
Labelling (Tagging) is a process of adding the symbols ‘0’ and ‘1’ to the training data. Through the tagging process, the computer will be able to understand whether a feature vector is extracted from a positive sample or a negative sample.

As shown in Figure 4.13, there are two datasets required for the training of the ANN in Matlab. The ‘Input’ dataset is required to input the set of feature vectors extracted from the images described in the last section. The ‘Targets’ require another dataset to identify the type of feature vector as the ‘tag’. These two datasets are prepared during the feature extraction and stored in the workspace in the Matlab. The ‘HOGFeatures’, contains the extracted HOG feature vectors, ‘0’ representing the negative samples and ‘1’ standing for the positive samples.

Once the organization of the training datasets are ready, they will be divided into three classes randomly: training set, testing set and validation set, as the default setting shows in Figure 4.14. In Matlab, 70% of the total number of samples will be grouped into the ‘training set’ and utilized for training the
ANN. 15% of the total number of samples will be grouped into the ‘testing set’ and utilized to measure the performance of the ANN during and after training. The testing set will not be able to affect the training and performance of the ANN as it is utilized for testing only. The remaining 15% will be grouped in the ‘validation set’ to verify the quality of ANN training.

![Fig. 4.14 The Default Setting of Data Grouping in Matlab](image1)

For the structure of the ANN classifiers, a feedforward ANN will be trained through supervised learning. The ANN is composed of an input layer, an output layer and a hidden layer. Many neurons exist in the hidden layer. The default number of neurons in the hidden layer is 10. The number of neurons will be retained as the default setting without change and the neurons in the hidden layer will be self-organized. Figure 4.15 shows the structure of the trained ANN.

![Fig. 4.15 The Structure of the ANN in the Project](image2)
4.2.4 Target Extraction

After the training process, the trained ANN will be saved as a ‘.mat’ file for recognition. Because the system should be able to detect multiple moving objects in the video, the ANN can only deal with one object recognition at a time, so the targets in a frame should segmented and inputted to the ANN one-by-one. The length of the features extracted from the target images should be exactly as same as the training features, otherwise the ANN classifier will not work due to the nonmatching length of feature vectors. Figures 4.16 and 4.17 show the target images from the video frames with the size of 70 × 134.

![Fig. 4.16 Target Images with Pedestrians](image-url)
For each of the target images, the feature vectors such as HOG or LBP are also extracted using the same method of feature extraction from the training images. The features extracted from the segmented images will be sent to the trained neural network for classification. The result will be sent back to the ANN classifier and continually update the ‘type’ for each track as shown in Table 4.1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Display</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian</td>
<td>Pedestrian</td>
<td>Recognized as pedestrian</td>
</tr>
<tr>
<td>Car</td>
<td>Car</td>
<td>Recognized as non-pedestrian</td>
</tr>
<tr>
<td>Others</td>
<td>Identifying…</td>
<td>Unrecognized or recognized</td>
</tr>
</tbody>
</table>
4.3 Alarm Making

The final step of this thesis project is alarm making for abnormal events. Based on the results obtained from the video processing and the ANN, the system will be able to detect abnormal events to trigger an alarm. In this project, there are two scenarios which have been designed to test the alarm making function of the system. The details of the alarm making including the scenario, triggering condition and the alarming approaches will be described in this section.

The testing scenario of an alarm making system is an intersection of urban streets, with pedestrians and cars passing through the intersection from four directions. Under normal circumstances, cars and pedestrians have their own time window to pass through the intersection which means that the pedestrians and cars are not allowed to appear in the center of the intersection at the same time. Abnormal events will occur such as traffic violations. Under abnormal circumstances, cars and pedestrians will appear in the center of the intersection at the same time. Figure 4.18 shows a flowchart for decision making of alarming. The decision making is based on a Decision Tree. According to the flow chart, the moving objects in the video will be firstly detected and then the type of each object will be distinguished. If a car and a pedestrian appear at the same time in the detecting area, the computer will generate an alarm to notify that something happened in an abnormal way.
Fig. 4.18 Decision Making for Alarming

Our surveillance camera is placed in a car and captures the video view in front of the car. Under normal circumstances, pedestrians are not allowed to walk in
front of the vehicles or too close to the vehicles otherwise it will be considered
dangerous or harmful to personal safety. Therefore, an abnormal event will be
detected by the computer if pedestrians are walking in front of the vehicles or
too close to the vehicles. Taking this abnormal event into consideration, the
computer should report an alarm to the driver. The triggering of an alarm for
an onboard view scenario is slightly different from the street view scenario.

There is one more step to calculate the probability of collision in light of the
current speed of the car and the distance between the pedestrian and the camera.

In an actual case, the current speed would be provided by GPS, but in this
project, the current speed will be simulated by manually inputting. For the
distance between the moving object and the camera, because the video was
captured by a monocular camera, it is not possible to provide depth
information as it would be if a dual camera was applied. Therefore, the pixel
distance between the centroid of the moving object and a fixed point at the
bottom of the video will be adopted as the distance between the moving object
and the camera. The calculation of collision probability is defined as:

\[ CP = \left( \frac{V_t}{D_f} / 1.5 \right) \times 100\% \]  

(4.2)

where \( CP \) is the collision probability, \( V_t \) is the current speed of the vehicle and
\( D_f \) is the distance between the centroid of the moving object and the camera in
the current frame. According to the collision probability calculation, the
system will be able to produce an alarm to indicate the severity of the event.

There are two approaches utilized in this project for alarm making: one
approach is the screen display, the is through a loud speaker. When an
abnormal event has been detected, the computer will be able to pop up an alert
message on the screen to notify the driver that an abnormal event has happened.
The color of the alert message is yellow and flashing to make the message
more visible.

Sometimes, drivers are not focusing on the screen before the message disappears. In order to avoid missing the warning message as much as possible, the use of a ‘beep’ sound is the best way to alert the driver. Different frequency sounds will be produced to indicate the severity of the detected events. For example, according to the collision probability, the events can be grouped into levels such as harmless, attention, warning, harmful, particularly dangerous and so on. For different levels of severity of the detected events, the system will be able to produce distinct beep sounds as shown in Table 4.2.

<table>
<thead>
<tr>
<th>Severity Level</th>
<th>Warning Frequency</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 5</td>
<td>0 times per second</td>
<td>Harmless</td>
</tr>
<tr>
<td>Level 4</td>
<td>2 times per second</td>
<td>Attention</td>
</tr>
<tr>
<td>Level 3</td>
<td>5 times per second</td>
<td>Warning</td>
</tr>
<tr>
<td>Level 2</td>
<td>10 times per second</td>
<td>Harmful</td>
</tr>
<tr>
<td>Level 1</td>
<td>20 times per second</td>
<td>Particularly Dangerous</td>
</tr>
</tbody>
</table>
Chapter 5
Experimental Results and Discussions

The testing data and results of the system developed in the experiment have in-depth evaluation and reflection evident in this chapter. Specifically, the features HOG and LBP for abnormal event detection are adopted. The solutions applied to achieve the research objectives are also discussed including limitations, implications and recommendations.
5.1 Experimental Environment

The approaches related to the implementation of the project have been introduced in previous chapters. The results of the experiment will be described and analyzed in this section. The experiments were conducted on a laptop equipped with an Intel Core i7-3720QM CPU and quad-core and eight threads which allows multitasking in 2.60 GHz at default setting and turbo boost to 3.60 GHz. The experimental platform is Matlab 2015b.

5.2 Video Processing Module

As the infrastructure of this experiment, the video processing module directly affects the performance of the whole system. The video processing module is mainly responsible for video pre-processing, moving objects detection, multi objects tracking and so on. The results of the video processing module will be described.

5.2.1 Moving Objects Detection

In the project, the GMM was applied to the system for the purpose of moving object detection. In order to test the performance of moving object detection, a part of the video containing 550 frames was selected as shown in Figure 5.1. In this part of the video, there are six cars, and each of them were driven through the monitoring area. The first step was to count the total number of frames for each car to turn up in the monitoring area and label them as the ground truth. Then, the program was run to detect the cars and count the total number of frames for the correctly detected results of each car. The correctly detected results mean all the effective detection, while any lost detection or redundant detection will not be taken into account.
The results are recorded in Table 5.1. According to the results shown in the table, the best precision for moving objects detection in this experiment was
98.5%, and the worst was 70.2%. The overall result of moving objects detection in this experiment was 84.7%. Figure 5.1 shows some of the frames of the video as examples of detected moving objects.

5.2.2 Multiple Objects Tracking

For the tracking of moving objects, Kalman filtering was applied to predict the new location of the moving objects and assigned the detected moving objects to the tracker (Tao, Sawhney, & Kumar, 2002). The tracked moving objects were allocated a tracked ID to identify the tracks of the moving objects. In order to test the performance of the multiple objects tracking, the same video file as with the moving objects detection testing was selected as the testing sample.

There are 550 frames in the video clips, and there were six cars moving through the detecting area. As for the moving objects detection, the number of frames for each car appearing in the detecting area was recorded as the ground truth. After the tracking method was applied, each car was tracked and identified with different colors of the bounding box. The number of frames for correct tracking was also recorded. Any incorrect tracking such as lost tracking or ID changing was taken into account. Figure 5.2 shows the frames of the video as a sample of the tracked moving objects.
Fig. 5.2 The Results of Multiple Object Tracking

Table 5.2 The Precision of Multiple Objects Tracking

<table>
<thead>
<tr>
<th>Car</th>
<th>Car</th>
<th>Car</th>
<th>Car</th>
<th>Car</th>
<th>Car</th>
<th>Car</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>ID</td>
<td>ID</td>
<td>ID</td>
<td>ID</td>
<td>ID</td>
<td>ID</td>
</tr>
<tr>
<td>Color</td>
<td>Color</td>
<td>Color</td>
<td>Color</td>
<td>Color</td>
<td>Color</td>
<td>Color</td>
</tr>
<tr>
<td>Silver</td>
<td>Red</td>
<td>Blue</td>
<td>Silver</td>
<td>White</td>
<td>Black</td>
<td></td>
</tr>
<tr>
<td>Display</td>
<td>Frame</td>
<td>Display</td>
<td>Frame</td>
<td>Display</td>
<td>Frame</td>
<td>Display</td>
</tr>
<tr>
<td>530-660</td>
<td>595-726</td>
<td>670-794</td>
<td>725-832</td>
<td>776-882</td>
<td>820-940</td>
<td></td>
</tr>
<tr>
<td>Ground Truth</td>
<td>130</td>
<td>131</td>
<td>124</td>
<td>107</td>
<td>106</td>
<td>120</td>
</tr>
<tr>
<td>Track ID</td>
<td>15</td>
<td>16</td>
<td>15</td>
<td>19</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>Tracked Frames</td>
<td>128</td>
<td>114</td>
<td>89</td>
<td>98</td>
<td>97</td>
<td>87</td>
</tr>
<tr>
<td>Precision</td>
<td>98.5%</td>
<td>87.0%</td>
<td>71.8%</td>
<td>91.6%</td>
<td>91.5%</td>
<td>72.5%</td>
</tr>
</tbody>
</table>
According to the experimental results for multiple objects tracking shown in Table 5.2, the best precision for multiple objects tracking in this experiment was 98.5% and the worst was 71.8%. The overall result of multiple objects tracking was 85.5%.

5.3 Pedestrian Recognition Module

5.3.1 Features and Classifiers

Two features, HOG and LBP, were utilized for pedestrian recognition. The ANNs were applied as the classification tool in this project. This section will describe the results of pedestrian recognition, and the performance of various classifiers including KNN (K-Nearest Neighbor), DT (Decision Tree) and MLP (Multilayer Perceptron) will be compared. The testing sample used the INRIA person dataset. Figure 5.3 shows the dataset for the experiment. (http://pascal.inrialpes.fr/data/human/).

Fig. 5.3 INRIA Dataset
The INRIA dataset contains the positive and negative samples. In the positive samples, there are 614 images and 2416 pedestrians. The pedestrians in the images of this dataset are all standing; view angles are various including front, back, and from various sides. The feature extraction will be applied to the testing sample to extract the features for both HOG and LBP. Figures 5.4 and 5.5 show the classification results for HOG and LBP. The recognition result is shown in the top-left corner of the images; the label ‘P’ represents that the object is recognized as a pedestrian and the label ‘B’ refers to non-pedestrian objects. The accuracy of HOG and LBP in different classifiers will be shown later.

Fig. 5.4 The Results of Pedestrian Recognition by HOG
Fig. 5.5 The Results of Pedestrian Recognition by LBP

Fig. 5.6 The Performance with Less Training Features Using HOG
Fig. 5.7 The Performance After Increasing Training Features Using HOG

Fig. 5.8 The Performance with Less Training Features Using LBP.
Table 5.3 The Accuracy for Various Features and Classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>HOG</th>
<th></th>
<th>LBP</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pedestrian</td>
<td>Non-pedestrian</td>
<td>Pedestrian</td>
</tr>
<tr>
<td>KNN</td>
<td>94.2%</td>
<td>94.7%</td>
<td>94.9%</td>
<td>94.1%</td>
</tr>
<tr>
<td>DT</td>
<td>87.9%</td>
<td>87.7%</td>
<td>86.4%</td>
<td>86.8%</td>
</tr>
<tr>
<td>MLP</td>
<td>95.6%</td>
<td>94.4%</td>
<td>93.9%</td>
<td>93.0%</td>
</tr>
<tr>
<td>ANN</td>
<td>97.3%</td>
<td>97.5%</td>
<td>90.7%</td>
<td>93.1%</td>
</tr>
</tbody>
</table>

Table 5.3 shows the comparisons of accuracy between various features and classifiers. According to the comparison between the results obtained from different features and classifiers, the HOG feature provided a better accuracy for pedestrian recognition when the ANN utilized as the classification tool. The overall accuracy of the ANN trained by the HOG feature for pedestrian recognition is up to 97.3%. Also, the ROC curve shows in Figures 5.6 to 5.9,
for both HOG features and LBP features, with the increasing number of samples input to the ANN for training, the performance of the ANN for the classification task increased. Figure 5.10 shows the correct recognition result using the ANN and HOG feature for the external images rather than the sample image collected in the INRIA person dataset.

Fig. 5.10 The Recognition Results for External Samples

5.3.2 Region of Interest in Object Detection

The moving object had to be segmented from the video frames and the HOG feature extracted to be sent to the ANN for the recognition task. In order to test the performance of moving objects segmentation, a part of the video with 350 frames was selected as the sample video. Then, the moving objects segmentation program was run to segment the moving objects. The size of the segmented images was normalized to $70 \times 134$. There are 2000 images were randomly selected from the segmented images. The number of correct segmented images and incorrect segmented images were recorded as the experimental data. There are two criteria to measure the correct segmentation: the object should appear around the centre of the segmented image, and the segmented image should contain more than 90% of the object image. Any images that do not fit these two criteria were considered a failure. According
to Table 5.4, the precision of the correct objects segmentation is 82.2%.

Table 5.4 The Result of Objects Segmentation

<table>
<thead>
<tr>
<th></th>
<th>Correct Segmentation</th>
<th>Incorrect Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result</strong></td>
<td>1643</td>
<td>357</td>
</tr>
<tr>
<td><strong>Total Sample</strong></td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td><strong>Precision</strong></td>
<td>82.2%</td>
<td>17.8%</td>
</tr>
</tbody>
</table>

Fig. 5.11 Correct Segmented Images

5.4 Alarm Making Module

The final step is to make alarms when the triggering condition is reached. The results of the alarm making depend on processing results from previous results. In order to test the performance of the alarm making module, a sample video containing 331 frames was selected. The system will be able to recognize the pedestrian in the video based on the previous steps and calculate the collision probability based on pre-defined speed for alarm making. The system can generate different levels of alarm as the explanation in the previous section. For different levels of alarm, the frequency of beep sound will be different. With the increase of alarming levels, the frequency of beep sound will be more rapid. Figure 5.12 shows the testing sample of alarm making.
As shown in Table 5.5, the results for different speeds have been recorded. The alarming frames are the number of frames that the alarm should be generated.
The false alarm frames recorded the frames with unnecessary alarms or alarming using the beep sound of other levels. The overall false alarm rate of the system developed for this project was 13.8%.

<table>
<thead>
<tr>
<th>Setting Speed (km/h)</th>
<th>0</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Frames</td>
<td>331</td>
<td>331</td>
<td>331</td>
<td>331</td>
<td>331</td>
<td>331</td>
<td>331</td>
</tr>
<tr>
<td>Alarming Frames</td>
<td>0</td>
<td>106</td>
<td>108</td>
<td>105</td>
<td>109</td>
<td>109</td>
<td>112</td>
</tr>
<tr>
<td>False Alarm (Frames)</td>
<td>0</td>
<td>13</td>
<td>10</td>
<td>22</td>
<td>18</td>
<td>29</td>
<td>12</td>
</tr>
<tr>
<td>False Alarm Rate</td>
<td>0%</td>
<td>12.3%</td>
<td>9.3%</td>
<td>20.9%</td>
<td>16.5%</td>
<td>26.6%</td>
<td>10.7%</td>
</tr>
</tbody>
</table>

5.5 Discussions

The results of this experiment have been described and demonstrated in this chapter. Each of the three sections is related to the different modules developed in this experiment. The results related to the video processing module are discussed in Section 5.2. Section 5.2 has two sub-sections: Section 5.2.1 described the moving objects detection and Section 5.2.2 described multiple objects tracking. For the moving objects detection, GMM has been applied to background modelling. Based on the GMM, the system will be able to extract the moving objects from the video frames. Compared with frame differencing, GMM provided a better performance for moving objects, the overall result of GMM based moving objects detection being up to 84.7%. However, the pre-condition of the application of GMM is that the camera must be stable without
motion. The results of multiple objects tracking by using Kalman filtering were shown in Section 5.2.2. The overall result of multiple objects tracking was 85.5%. Section 5.3 is about the application of the ANNs for pedestrian recognition. Section 5.3.1 compared the results obtained by different feature selection and classifiers. The experiment proved that the ANN is a more advanced classifier based on machine learning. The performance of the ANN is also higher than other classifiers such as KNN, MLP and DT. In addition, the HOG feature has been proven more suitable for the pedestrian recognition task than the LBP feature although LBP is much faster than the HOG in processing speed. The overall accuracy of pedestrian recognition using the ANN trained by the HOG feature is up to 97.3%. The results of moving objects segmentation are recorded in Section 5.3.2. The moving objects were segmented from the video frames for feature extraction and recognition. There are 2000 segmented images were selected as samples, and the correct objects detection rate was 82.2%. Finally, the alarm making module was described in Section 5.4. The probability was calculated in this module, and the false alarm rate of the system developed for this project was 13.8%.
In this thesis, a computer vision based alarm making approach has been developed, tested and discussed. A clear and substantial articulation of the significance including limitations and implications of the experiment will be described in this chapter. It will also provide recommendations for the improvement of the current system in the future.
6.1 Conclusion

Following the requirement of improving the safety of the traffic environment and reducing the human labor, a computer vision based alarm making approach has been developed for traffic environments. In the first chapter of this thesis, the important and significant role of video-based surveillance system in our daily lives was introduced. Also, the computer vision techniques related to the development of the project in this thesis were briefly described. The ultimate goal of this thesis is to investigate the techniques of computer vision and develop a computer vision based alarm making approach for traffic environments. There are basically four modules employed in the system developed in this project: moving objects detection module, multiple objects tracking module, pedestrian recognition module and alarm making module.

There are five parts to the design and implementation in this project. Firstly, in the video pre-processing part, the means to provide better video frames for subsequent processes was introduced. In order to remove the interference from shaking trees and flying birds etc., a mask was applied to the frames in the video pre-processing part. In the moving objects detection part, GMM has been applied to background modelling. Based on the background model created by GMM, the foreground such as vehicles, pedestrians and other moving objects will be detected in the video frames. Once the moving object had been detected, the position of the detected moving objects was assigned to trackers. Kalman filtering provided the function of moving object tracking. The Kalman filtering consists of two phases: predict phase and updating phase. Based on these two phases, the system can predict the new position of the detected moving objects and continually update the real position of the objects. The centroid of the moving object was utilized for the localization of moving objects, and then the ROI was applied to segment objects from video frames.
For the segmented images, the HOG feature and LBP feature was extracted and input to a trained ANN for recognition. Combined with the alarm triggering rules, the abnormal event was detected and the alarms triggered to notify the users. The alarming module adopts a different frequency of beep sound and eye-catching display for the alarm approach.

The experimental results and discussions were present in the Chapter 5. In this chapter, the testing results for each module were recorded and discussed. Furthermore, according to the analyzing and comparison between different methods and algorithms, the ANN and region-based method were combined and applied in the system for pedestrian recognition. The results show this combination gave a better performance.

In conclusion, there is a new schema presented in this thesis for the implementation of a computer vision based alarm making system. The system is able to detect moving objects and track the trajectory of the moving objects. For the detected moving objects, the trained artificial neural network is utilized to detect the abnormal events and make alarm based on the recognition result.

The contributions of this thesis are: firstly, the shortcomings of the traditional surveillance and alarm systems have been studied. Secondly, the computer vision based techniques have been utilized to alarm making. Thirdly, it has innovatively deployed artificial neural networks for abnormal events detection and improved the accuracy of alarming to reduce false alarms. The overall result for the false alarm rate of the system developed in this project was 13.8% which is lower that the mainstream 15.27% which without ANN implemented and also helpful for the management of traffic environments.
6.2 Limitations and Future Work

After a long period of developing and testing, the whole computer vision based alarm making has been implemented. However, there is still space for advancement. Due to the constraints of techniques and time, there are still limitations existing in the developed system which should be improved in the future:

(1) The sample videos for the experiments are captured by a normal camera or a smartphone built-in camera. Therefore, the resolution and contrast are unable to compete with professional surveillance cameras like CCD and so on.

(2) A mask was applied for interference removing, but the shortcoming is that the mask covers only limited regions under monitoring. If abnormal events happened in the area out of the mask area, they would not be detected.

(3) The alarming approach is based on GMM. Therefore, the system can only cope with the video captured by a stationary camera.

(4) The training dataset of ANNs is limited. The amount of training datasets will be affected by the performance of the ANN.

In future, our suggestions for the improvement of current system are:

(1) The GMM should be replaced by other foreground detection algorithms with a moving camera capturing surveillance videos.

(2) The training dataset utilized for the training of the ANN could be expanded. In order to improve the performance of the ANN, there are a large number of training samples that could be provided for the training process of ANNs.
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